Introduction

In recent years there has been an increased interest in the analysis of queueing networks with finite capacity queues. This is probably due to the realization that these queueing networks are useful in modelling computer systems, communication networks, and flexible manufacturing systems. However, with the exception of the proceedings of a workshop on queueing networks with finite capacity queues, there has not been any other publication, and in particular a journal publication, which gives the state of the art in this re-

search area. We are hoping that this special issue will fill in this gap.

Queueing networks with finite capacity queues are subject to blocking. That is, the flow of jobs through one node may be stopped for a moment if a destination node has reached its full capacity. (Please note that this type of blocking is not related to the notion of blocking in teletraffic, where an arriving job is blocked, i.e. lost, if the node is full.) The set of rules that dictate when a node becomes blocked or unblocked is commonly referred to as the blocking mechanism. There are basically only a few blocking mechanisms that have been extensively studied in the literature. Unfortunately, each author (and that goes for the editors of this special issue) has chosen to give different names to each of these blocking mechanisms. As a result, there may be as many, as four different names for the same blocking mechanism!

In order to alleviate this problem we asked the authors who contributed to this special issue to use the names given below. Each name was chosen so as to reflect a special feature of the blocking mechanisms. It is hoped that these names will be widely used in the future.

Blocking-after-service: A job upon service completion at node i attempts to join destination node j. If node j at that moment is full, the job is forced to wait in node i, in front of the server until it enters destination node j. The server remains blocked for this period of time and it cannot serve any other jobs waiting in the node. This blocking mechanism is known by the names: type 1 blocking, transfer blocking, production blocking, and non-immediate blocking.

Blocking-before-service: A job in node i declares its destination (say node j) prior to starting service. If node j is full, the server of node i becomes blocked, i.e. it cannot serve any jobs. When a departure occurs from destination node j, the server of node i becomes unblocked and the job begins receiving service. This blocking mechanism is known in the literature by the names: type 2 blocking, communication blocking, immediate blocking, and service blocking.
Repetitive-service: A job upon service completion at node \( i \) attempts to join node \( j \). If node \( j \) is full, the job receives another service at node \( i \). This is repeated until the job completes a service at node \( i \) at a moment when node \( j \) is not full. This type of blocking is known in the literature by the names: type 3 blocking, and rejection blocking. In the above definition, it was assumed that the destination is fixed. In general, one can distinguish two cases: fixed destination and random destination. In the first case, once the job’s destination has been selected it cannot be altered. That is, each time the job completes a service, it attempts to enter the same destination. In the second case, each time the job completes a service, a new destination node is chosen independently of the node chosen the previous time.

This special issue comprises five papers, two short communications, and a bibliography of the relevant literature. These contributions are briefly summarized below.

Van Dijk introduces a method for computing an upper bound on the throughput in closed queueing networks with exponential servers. The method consists of considering an aggregate open network of which throughput acts as an upper bound for that of the closed one. He gives necessary conditions for the existence of a simpler upper bound and for a bound on the error. The method is illustrated by a simple example. Several approximations have been proposed for such systems before but they are rarely theoretically justified. This paper is the first attempt to check the approximation accuracy a priori. Van Dijk’s results can be used in the future in the investigation of throughput and error bounds for general queueing networks, even though the verification of the proposed necessary conditions may prove to be extremely difficult.

Kouvatos and Xenios propose an approximation algorithm for the analysis of closed (and open) queueing networks with multiple servers, generalized exponential service times, and repetitive-service blocking. The approximation method is based on the maximum entropy methodology. The authors show through numerical experimentation that the algorithm has a good accuracy.

Frein and Dallery propose a method for analyzing approximately cyclic queueing networks with blocking-before-service. Their approximation method involves a node by node decomposition of the queueing network under study. Numerical validation shows that the algorithm gives good estimates for the throughput and mean queue length.

Brandwanj and Sahai introduce a speed-up technique for the approximate analysis of queueing networks with blocking-before-service. This technique is an improvement of an earlier approximation introduced by Brandwanj and Jow, which has been shown to give good results. The main idea is to decompose the queueing network under investigation into successive two-node subsystems which are then solved using a ‘back and forth sweep’ technique. The speed-up technique reduces the computational cost by a factor of up to 2. The authors also present two methods for the solution of the two-node subsystems. Method 1 works if the first node has a buffer which is larger than the buffer of the second node and Method 2 works well in the reverse case. The improvement on the convergence of the iterative scheme is illustrated through numerical examples.

Hillier and So consider the problem of where to place a fixed number of additional servers in order to maximize the throughput of a tandem queueing network with blocking-after-service. Their general conclusion is that the interior nodes should be given preference over the end nodes for receiving an additional server.

Ammar and Gershwin analyze fork/join networks with exponentially distributed service times and finite buffers using the concept of duality. In particular, they obtain equivalencies between fork/join queueing networks with finite buffers and queueing networks with blocking but without the fork/join operation.

Onvural obtains some product-form solutions for multi-class queueing networks with blocking using the notion that if the state space of a reversible Markov process is truncated, the resulting Markov process is also reversible.

Finally, in order to further enhance this special issue it was decided to include a bibliography by Perros of the relevant papers in the area of queueing networks with finite capacity queues. This list of references is an updated version of an earlier bibliography published by the same author.
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