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Abstract—Magnetic induction (MI) based communication systems have gained increased attention in the recent years. Typical applications for these systems lie in the area of wireless power transfer (WPT), near-field communication (NFC), and wireless sensor networks (WSN) in challenging environments. In this work, a system for simultaneous wireless information and power transfer (SWIPT) using MI based signal transmission is designed for supporting one data stream and multiple parallel power streams. One of the possible applications for this scheme is an NFC based access point. The overall system is optimized to guarantee a certain quality-of-service (QoS) for the data stream as well as a maximum sum receive power for all power receivers (max-sum problem) or a maximum receive power for the worst power receiver (max-min problem), respectively. Both optimization problems turn out to be non-convex, such that the optimum solution cannot be found with limited computational complexity. Hence, we provide efficient suboptimal solutions. In this context, a convex approximation of the transmit power constraint in MI based MIMO systems turns out to be very useful. A very high achievable power efficiency renders the proposed MI based SWIPT system very promising.
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coefficients\textsuperscript{1}) suboptimal. Beamforming is a well known technique for maximizing the power efficiency of a MIMO system. In traditional radio frequency (RF) systems, the power efficiency optimization corresponds to the maximization of the receive power for a fixed $L_2$-norm of the beamforming vector, because the consumed power in the transmitting device depends only on the $L_2$-norm of the beamforming vector, but not on its particular coefficients. For MI based WPT, the efficiency depends explicitly on the coupling between the transceivers, such that improving the coupling yields an increase of the power efficiency [3]. Furthermore, since the signal reflection is approximately proportional to the squared mutual inductance [16], an influence of the reflected signals on the transmit power is inevitable. In particular, these reflected signals can overlap constructively or destructively depending on the phase of the input signals. Hence, the transmit power depends on the detailed choice of the beamforming coefficients and a sole receive power maximization for a fixed $L_2$-norm of the beamforming vector becomes insufficient. Therefore, an iterative algorithm has been proposed in [1], which takes into account all couplings and reflections between the coils and maximizes the WPT efficiency. In [1], the overall optimization problem has been shown to be non-convex due to the non-convexity of the transmit power as a function of the beamforming coefficients, such that no globally optimum solution can be found with limited complexity. Hence, an algorithm has been developed which approximates the original optimization problem by a generalized eigenvalue problem in each step of an iterative procedure. In case of convergence, an efficient locally optimal solution has been found. Simultaneous wireless information and power transfer (SWIPT) is a popular research area, which has been intensely studied in recent years [17], [18], [19], [20]. Assuming multiple receivers, the power allocation in the transmitter can be optimized in order to enable information broadcasting within a given frequency band to a group of receivers and to efficiently transfer power to the remaining receivers. This can be done using the same transmit signal, such that no switching between data and power transmissions is needed. Despite a significant potential for improvement of the overall system performance, the SWIPT schemes have only been investigated for the RF based communications so far. Due to a much stronger interaction of the magnetic devices in the near-field compared to RF signal transmission and correspondingly a much higher power transfer efficiency, SWIPT schemes seem very promising for near-field applications.

Most of the existing works on SWIPT are related to power allocation and beamforming for multicarrier systems or based on the assumption of flat fading, see, e.g., [17], [20]. As shown in [20] and [21], the optimal power allocation differs substantially for power transfer and information transmission, respectively. From this, a nontrivial tradeoff arises for the system design [21]. However, in MI based communication systems (e.g. NFC), most of the system parameters are selected according to the passive radio frequency identification (RFID, ISO 14443/15693) and NFC (ISO 22536/18000-3) standards, such that the frequency selectivity is very limited. Hence, the optimal resource allocation can be approximated as a uniform power distribution within the utilized transmission band. Therefore, we focus on the beamforming optimization in this work. We consider one transmitter with three orthogonal coils free of self-interference\textsuperscript{2} and multiple single antenna receivers randomly deployed in the near-field of the transmitter. The transmitter can be viewed as an access point, which provides information and/or power upon request. In order to satisfy the needs of the users, we consider two optimization problems for adjusting the system performance according to certain criteria. The first problem is related to the maximization of the sum receive power for all power receivers under a quality-of-service (QoS) constraint for the data receiver. The second problem refers to the maximization of the minimum receive power among all power receivers under the same QoS constraint. Both problems turn out to be non-convex, such that no globally

\textsuperscript{1}We follow the literature on WPT using electromagnetic waves [6] and adopt the term beamforming for the optimization of the transmit voltage vector in spatial domain.

\textsuperscript{2}In a practical system, the assumed orthogonality of the coils may not be exact, such that non-vanishing self-interference signals (cross-talk) would occur and affect the system behavior. Interestingly, the resulting correlation of the transmit signals would make the considered baseline scheme (see Section III-B) even less efficient. On the other hand, these imperfections can be measured and taken into account in the proposed scheme, see Section III-D, such that the system performance would not differ much.
optimum solution can be obtained with a practical approach, and we split each of them into two subproblems, respectively. For the first problem we propose an eigenvalue decomposition and a gradient based search. The second problem is reformulated into a semidefinite program with relaxation of a rank-1 constraint followed by randomization and a gradient based search. In addition, the non-convex transmit power constraint is revealed. In order to incorporate this constraint into the considered optimization problems, two strategies have been investigated. The corresponding non-convex transmit power metric is replaced by either a squared $L_2$-norm of the beamforming vector (far-field approximation) or taken into account by using an iterative convex approximation (proposed solution). In this context, substantial receive power gains have been observed using the proposed solution compared to the traditional far-field approximation, which render the considered MI based SWIPT system very powerful and promising.

Our contribution can be summarized as follows:

- A novel MI based SWIPT system is proposed and the key aspects of its design and optimization are investigated;
- an iterative convex approximation strategy is introduced and adopted for the system optimization with respect to two typical performance metrics;
- the considerable potential of the proposed SWIPT scheme is revealed.

This paper is organized as follows. Section II provides insight into the system model for MI based SWIPT with three transmission coils and multiple receivers. In Section III-A, the two constrained optimization problems are formulated. Then, the baseline solutions using far-field approximation are discussed in Section III-B. The proposed iterative convex approximation strategy is presented in Section III-C and applied to the mentioned optimization problems in Section III-D. In Section IV, numerical results are discussed, and Section V concludes the paper.

II. SYSTEM MODEL

In this work, we assume a system with one transmitter equipped with three orthogonally deployed coils (3D-coil) and multiple ($K$) receivers with one coil each, see Fig. 1. Furthermore, in order to establish a SWIPT scheme, we assume that one of the users receives information (we call this user a data receiver (DR)), whereas all other users receive power (we call these users power receivers (PRs)). Every transmitter coil has inductivity $L_t$ and is considered as part of a transmitter resonant circuit, which includes also a capacitor with capacitance $C_t$ and a resistor with resistance $R_t$ (modeling the copper resistance of the coil). Similarly, the receiver resonance circuit includes a coil with inductivity $L_r$, a capacitor with capacitance $C_r$ and a resistor with resistance $R_r$. Both capacitances $C_t$ and $C_r$ are selected to make the respective circuits resonant at the resonance frequency $f_0$ using the relation

$$f_0 = \frac{1}{2\pi\sqrt{L_r C_r}} = \frac{1}{2\pi\sqrt{L_t C_t}}.$$  

Since the considered system can be viewed as a variation of the traditional NFC and passive RFID based systems, we select the commonly used resonance frequency $f_0 = 13.56$ MHz and a bandwidth $B = 14$ kHz for all numerical results. For these values, the frequency selectivity of the transmission channel is typically very low even for large quality factors (e.g. above 100) of the resonant circuits and not too high coupling coefficients (e.g. below 0.1). Such channels do not need any extensive equalization or frequency-selective prefiltering (precoding). However, in case of very strong couplings between the coils, the well-known effect of frequency-splitting occurs [22], which can make the transmission channel frequency-selective. Therefore, in order to provide a general approach for all types of channels (weak coupling and strong coupling), we must assume a non-vanishing frequency selectivity of the transmission channels. Correspondingly, the data receiver employs a linear filter, in order to
remove the resulting intersymbol interference and equalize the channel. This filtering at the receiver seems to be sufficient for coping with the frequency selectivity of the transmission channel, such that the transmit filter does not need to be frequency-selective as well. Hence, a frequency-flat transmit filter is utilized in the following.

Each receiver circuit contains an additional real-valued load resistor $Z_L$. Hence, the inner impedance of each transmitter circuit can be given by

$$Z_{in,t}(f) = j2\pi f L_t + \frac{1}{j2\pi f C_t} + R_t,$$

and for the inner impedance of each receiver circuit

$$Z_{in,r}(f) = j2\pi f L_r + \frac{1}{j2\pi f C_r} + R_r + Z_L, \quad (2)$$

is valid. A single transmitter-receiver link is shown in Fig. 2. The load impedance is optimized according to previous works, cf. [3]. The induced voltage is related to the coupling between the coils, which is determined by the mutual inductance $M$. With the knowledge of the mutual inductance $M$, the frequency selectivity of the MI channel is entirely known, such that not only the WPT can be established but also the information transmission [23].

The orientations and alignments of the coupled coils have a strong impact on the mutual inductance and correspondingly on the path loss, cf. [8]. Hence, we model the mutual inductance between any two coils $m$ and $l$ of the coupled network by

$$M_{m,l} = \overline{M}_{m,l} \cdot J_{m,l}, \quad (3)$$

$$J_{m,l} = 2 \sin \theta_m \sin \theta_l + \cos \theta_m \cos \theta_l \cos \phi, \quad (4)$$
cf. [13], where $\theta_m$ and $\theta_l$ are the angles between the radial directions of the coils $m$ and $l$, respectively, and the line connecting the two coil centers. $\phi$ is the angle difference between the coils’ axes in the plane, which is orthogonal to the direction of transmission.

$\overline{M}_{m,l}$ represents the (absolute) value of the mutual inductance for the case $J_{m,l} = 1$. For the subsequent derivations, we define $Z_{m,l}(f) = j2\pi f M_{m,l}, \forall m \neq l$. In the following, $(\cdot)^T$ and $(\cdot)^H$ stand for transpose and Hermitian transpose, respectively. Furthermore, the rank and the trace of a matrix are denoted by $\text{rank} (\cdot)$ and $\text{tr} (\cdot)$, respectively. In addition, the positive-semidefiniteness of a matrix is expressed by $\succeq 0$.

For simplicity, we assign the first three indices $m \in \{1,2,3\}$ to the transmitter circuits and the remaining indices $m \in \{4,\ldots,K+3\}$ to the receiver circuits, respectively.

For the signal transmission, we assume a concatenation of a transmit filter with an impulse response $h(t)$ in time domain and a beamforming filter $b = [b_1,b_2,b_3]^T$ in spatial domain. Thus, a sequence of statistically independent transmit symbols $s[n]$ spaced by symbol duration $T = 1/B$ (with bandwidth $B$) is fed into the transmit filter $h(t)$ and then mapped onto three transmit voltages using the beamforming filter $b$, which generates the voltage signals $u_m(t), \ m \in \{1,2,3\}$ in all three resonance circuits. Furthermore, we assume that $\mathcal{E}\{|s[n]|^2\} = 1$, where $\mathcal{E}\{\cdot\}$ denotes the expectation operator. In time domain, the complex-valued transmit voltage of circuit $m$ is given by

$$u_m(t) = b_m \sum_{n=-\infty}^{\infty} s[n] h(t-nT), \ m \in \{1,2,3\}. \quad (5)$$

In frequency domain, we consider the complex-valued amplitudes $U_m(f) = \mathcal{F}\{u_m(t)\}$ and $I_m(f) = \mathcal{F}\{i_m(t)\}$ of the voltages $u_m(t)$ and currents $i_m(t)$, respectively, of the $m$th circuit. Here, $\mathcal{F}\{\cdot\}$ denotes the Fourier transform operator. For simplicity, we assume a frequency-flat filter characteristic within the bandwidth of the filter, which corresponds to a root-raised cosine (RRC) impulse response $h(t)$ with roll-off factor $\beta = 0$ and Fourier transform

$$H(f) = \begin{cases} \frac{1}{B}, & f_0 - 0.5B \leq f \leq f_0 + 0.5B, \\ 0, & \text{else.} \end{cases} \quad (6)$$

In order to determine the average power density spectrum of the transmit signal, we consider the Fourier transform $U_m(f)$ of a transmit signal comprising $N_{sym}$ transmit symbols according to (5),

$$U_m(f) = b_m \frac{1}{B} \sum_{n=0}^{N_{sym}-1} s[n] e^{-j2\pi fnT}, \quad (7)$$

$$f_0 - 0.5B \leq f \leq f_0 + 0.5B.$$
The corresponding average power density spectrum of the transmit signal in circuit $m$ is obtained as (cf. [24] and [25])

$$
\lim_{N_{sym} \to \infty} \frac{B}{N_{sym}} E\{ |U_m(f)|^2 \} = \lim_{N_{sym} \to \infty} \frac{B}{N_{sym}} |b_m|^2 N_{sym} \frac{B^2}{2} = |b_m|^2 \frac{1}{2B}, \quad f_0 - 0.5B \leq f \leq f_0 + 0.5B,
$$

where $\lim$ denotes the limit operator. For each circuit $m$, the current amplitude $I_m(f)$ depends on the current amplitudes $I_l(f)$, $\forall l \neq m$ in all surrounding circuits via the voltage equation

$$
I_m(f) \cdot Z_{in,t}(f) + \sum_{l;m} (I_l(f) \cdot Z_{m,l}(f)) = U_m(f), \quad (9)
$$

if $m$ belongs to a transmitter or

$$
I_m(f) \cdot Z_{in,r}(f) + \sum_{l;m} (I_l(f) \cdot Z_{m,l}(f)) = 0, \quad (10)
$$

if $m$ belongs to a receiver. In (10), $U_m(f) = 0$ and correspondingly $u_m(t) = 0$ holds, since only the transmitter is supposed to generate power. In order to calculate the currents in all circuits of the coupled network, a set of voltage equations

$$
\begin{bmatrix}
Z_{T_x}(f) & Z_{Ch}(f) \\
Z_{Ch}^T(f) & Z_{R_x}(f)
\end{bmatrix}
\begin{bmatrix}
I_{T_x}(f) \\
I_{R_x}(f)
\end{bmatrix}
= \begin{bmatrix}
U_{T_x}(f) \\
0
\end{bmatrix}
$$

(11)

needs to be solved. Here, $U_{T_x}(f) = [U_1(f), U_2(f), U_3(f)]^T$ is the complex-valued input voltage vector at the transmitter. Furthermore, 0 stands for an all-zero vector of dimension $K \times 1$. $I_{T_x}(f)$ and $I_{R_x}(f)$ denote vectors comprising the complex-valued currents of the transmitter and the receiver circuits, respectively. The matrices $Z_{T_x}(f)$, $Z_{Ch}(f)$ and $Z_{R_x}(f)$ contain complex impedances and are defined in the following. In this work, we use a 3D-coil based transmitter, which means that all three transmitter coils’ axes are orthogonal to each other, such that

$$
Z_{T_x}(f) = \begin{bmatrix}
Z_{in,t}(f) & 0 & 0 \\
0 & Z_{in,t}(f) & 0 \\
0 & 0 & Z_{in,t}(f)
\end{bmatrix} = Z_{in,t}(f) \cdot I_3
$$

(12)

holds, where $I_3$ stands for the identity matrix of dimension $3 \times 3$. The receiver coils are not necessarily orthogonal to each other and we obtain

$$
Z_{R_x}(f) = \begin{bmatrix}
Z_{in,r}(f) & \cdots & Z_{K+3,1}(f) \\
\vdots & \ddots & \vdots \\
Z_{4,K+3}(f) & \cdots & Z_{in,r}(f)
\end{bmatrix}
$$

(13)

The purely imaginary matrices $Z_{Ch}(f)$ and $Z_{Ch}^T(f)$ in (11) stand for the influence of the receiver coils onto the transmitter coils and vice versa, respectively. Hence, $Z_{Ch}(f)$ is defined by

$$
Z_{Ch}(f) = \begin{bmatrix}
Z_{4,1}(f) & Z_{0,1}(f) & \cdots & Z_{K+3,1}(f) \\
Z_{4,2}(f) & Z_{0,2}(f) & \cdots & Z_{K+3,2}(f) \\
Z_{4,3}(f) & Z_{0,3}(f) & \cdots & Z_{K+3,3}(f)
\end{bmatrix}
$$

(14)

By inverting the overall impedance matrix in (11) using [26], we obtain similar to [9]

$$
I_{T_x}(f) = (Z_{T_x}(f) - Z_{Ch}(f)Z_{R_x}^{-1}(f)Z_{Ch}^T(f))^{-1} U_{T_x}(f)
= A(f)U_{T_x}(f),
$$

(15)

$$
I_{R_x}(f) = -Z_{R_x}^{-1}(f)Z_{Ch}^T(f)A(f)U_{T_x}(f)
= C(f)U_{T_x}(f),
$$

(16)

with implicit definitions of $A(f)$ and $C(f)$. In addition, we define\(^3\)

$$
D(f) = (Z_{R_x}(f) - Z_{Ch}^T(f)Z_{T_x}^{-1}(f)Z_{Ch}(f))^{-1},
$$

(17)

which will be discussed in the context of noise power calculation.

As known from the fundamentals of electric power generation and transmission (e.g. [27], [28]), in order to produce enough active power in electric circuits, the transmitter/generator needs to release also the reactive power, which corresponds to the imaginary part of the generated complex power

$$
\int_{f_0-0.5B}^{f_0+0.5B} \frac{B}{N_{sym}} E\{ |U_m(f)| I_m(f) \} \, df, \quad m \in \{1,2,3\}.\nonumber
$$

The reactive power is not absorbed by the load, but fluctuates between the power source and the load impedance. Furthermore, without the reactive power, the induction coils cannot be operated. However, a large amount of reactive power might limit the performance of the communication system and impose additional hard constraints for the system design. This problem has been explicitly addressed in [29], where the reactive power for an MI based WPT system has been minimized under the active receive power constraints. Unfortunately, this approach does not necessarily maximize the power efficiency of the system, since the active transmit power may dominate the reactive transmit power in some cases. Correspondingly, if not incorporated into the WPT optimization, the active

\(^3\)Matrix $D(f)$ is used in order to describe the influence of the noise voltages in the receiver circuits on the currents in the receiver circuits similarly to the matrix $C(f)$, which maps the signals from the transmitter circuits onto the currents in the receiver circuits.
transmit power may become very large and dramatically reduce the transfer efficiency. Hence, both real and imaginary parts of the transmit power need to be taken into account, such that the magnitude of the total generated complex power (the so-called apparent power [28]) is a better reference for the transmit power than the pure active [3] or reactive [29] power. The apparent transmit power spectral density in the \(m\)th transmitter circuit is given by
\[
P_{t,m}(f) = \lim_{N_{sym} \to \infty} \frac{B}{N_{sym}} \mathcal{E} \{|U_m(f)I_m(f)|\}
\]
\[
= \lim_{N_{sym} \to \infty} \frac{B}{N_{sym}} \mathcal{E} \{|U_m(f)||I_m(f)|\}, \tag{18}
\]
where \(|\cdot|\) denotes the element-wise absolute value operator. Therefore, we define the total power provided by the transmitter within a given transmission band with center frequency \(f_0\) and bandwidth \(B\) as \(P_{t,total}\) given in (19), where (15), (7), and (8) have been used. For weak couplings between coils (low mutual inductance), matrix \(A(f)\) is approximately\(^4\) given by
\[
A(f) \approx Z_{T_x}^{-1}(f) = Z_{in,l}(f) \cdot 1_3. \tag{20}
\]
This yields
\[
P_{t,total} \approx b^H b \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} |Z_{in,l}(f)|^2 \, df. \tag{21}
\]
This result motivates the use of a far-field approximation, where the transmit power is only related to the squared \(L_2\)-norm of \(b\). However, in case of strong couplings between coils (or imperfect coil deployment at the transmitter), this approximation is not valid, which may lead to a performance degradation.

For the received active power density at the load resistor \(Z_L\) of the receiver circuit \(l \in \{4, \ldots, K+3\}\) we obtain
\[
P_{r,l}(f) = \lim_{N_{sym} \to \infty} \frac{B}{N_{sym}} \mathcal{E} \{|I_l(f)|^2\} Z_L
\]
\[
= \lim_{N_{sym} \to \infty} \frac{B}{N_{sym}} \mathcal{E} \{|e_{K,l-3}^H C(f) U_{T_x}(f)|^2\} Z_L
\]
\[
= \frac{1}{B} b^H C^H(f) e_{K,l-3}^H e_{K,l-3}^e C(f) b Z_L, \tag{22}
\]
where the \(K \times 1\) vector \(e_{K,l}\) is defined as \(e_{K,l} = [0, \ldots, 0, 1, 0, \ldots, 0]^T\) with the ‘1’ at the \(l\)th position, and (16) has been used. In case of power transfer, the total receive power at circuit \(l\) is given by
\[
P_{r,l,\text{total}} = \eta \int_{f_0-0.5B}^{f_0+0.5B} P_{r,l}(f) \, df
\]
\[
= b^H \left( \frac{\eta Z_L}{B} \int_{f_0-0.5B}^{f_0+0.5B} C^H(f) e_{K,l-3}^e e_{K,l-3}^H C(f) \, df \right) b. \tag{23}
\]
where \(\eta\) stands for the losses due to the conversion of the received high frequency signals into electric power. For simplicity, we assume \(\eta = 1\) in this work. In case of information transmission, the transmitted data may be corrupted by noise and interference caused by other systems (in particular by other MI based transmissions). We model the noise source in each resonant circuit as a voltage source, which provides an additive white Gaussian noise (AWGN) with the average power spectral density (PSD) \(N_0\). The uncorrelated noise signals may occur in all resonant circuits (including the receiver circuit).

These signals influence not only the currents in the respective circuits, but also the currents of the neighboring circuits via near-field coupling between the coils. Hence, the additive noise power as seen by the receiver \(l\) can be calculated via summation of the active received noise powers from all noise sources of the system. Considering the Fourier transform
\[
U_{N,m}(f) = \int_{N_{sym}/B}^{N_{sym}/B} u_{N,m}(t) e^{-j2\pi ft} \, dt \]

of the noise signal \(u_{N,m}(t)\) in circuit \(m\) within a time window, where \(N_{sym}/B\) is the window width, we obtain
\[
\lim_{N_{sym} \to \infty} \frac{B}{N_{sym}} \mathcal{E} \{|U_{N,m}(f)|^2\} = N_0, \quad \forall m, \tag{25}
\]
where
\[
\sum_{m=1}^{K+3} e_{K,l-3}^e D(f) e_{K,m-3}^e U_{N,m}(f). \tag{24}
\]

The corresponding average received noise PSD \(N_l(f) = \frac{B}{N_{sym}} \mathcal{E} \{|I_l(f)|^2\} Z_L\) can be therefore given by (25), where \(\sum_{m=1}^{K} e_{K,m} e_{K,m}^H = I_K\) has been used. Obviously, the resulting noise PSD is not white anymore. Therefore, we employ a whitening filter \(H_{w,l}(f) = \frac{1}{\sqrt{N_l(U)f^2}}\) in the \(l\)th receiver,\(^5\) which completely removes the frequency selectivity.

\(^4\)For \((2\pi f \max_i M_{m,i} \ll R)\), \(Z_{Ch}(f) Z_{Ch'}(f) Z_{Ch}^T(f)\) in (15) is negligible.

\(^5\)The noise PSD needs to be multiplied with \(Z_L\), since the whitening filter is applied to a voltage signal. Hence, a unitless filter results.
In order to ensure a reliable signal detection at the receiver, a typical QoS constraint is imposed. For our numerical results, we demand that

\[
\text{SNR}_f = \left( \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} \frac{df}{P_{tx}(f)Z_L + |H_{w,l}(f)|^2 + 1} \right)^{-1} - 1.
\]

SNR_{thr}, where SNR_{thr} = 10 dB is assumed to be sufficient for the target application.

III. MI BASED SWIPT

In this section, two optimization problems related to the design of an MI based SWIPT system are discussed.

A. Problem Formulation

Different optimization problems have been discussed in the literature in the context of SWIPT systems for traditional RF communication, cf. e.g. [17], [21]. We consider a SWIPT system with a single DR that is intended to receive an information stream with a given QoS and multiple PRs that are intended to receive power. In the following, two optimization problems are presented. The first problem refers to the maximization of the sum
receive power among all PRs\(^7\) under a given QoS constraint and a transmit power constraint. It can be formulated as follows:

Max – sum problem:

\[
\max_{\mathbf{b}} \quad \sum_{l=1, l \neq K}^{K+3} P_{l,t,\text{total}},
\]

s.t.: \(\text{SNR}_{\kappa} \geq \text{SNR}_{\text{thr}}, \quad (27)\)

where receiver \(\kappa\) has been selected for data reception with a QoS given by \(\text{SNR}_{\text{thr}}\).

The second optimization problem refers to the maximization of the minimum received power among all PRs under the same constraints as in (27). It can be formulated as follows:

Max – min problem:

\[
\max_{\mathbf{b}} \quad \min_{4 \leq l \leq K+3, l \neq K} P_{l,t,\text{total}},
\]

s.t.: \(\text{SNR}_{\kappa} \geq \text{SNR}_{\text{thr}}, \quad (28)\)

Both optimization problems are non-convex due to the non-convex constraints, which can be shown by inspecting (19) which is related to the transmit power constraint and (26) combined with the observations from [31] for the QoS constraint. Therefore, the well-known tools of convex optimization [32] are not applicable. Except for the transmit power constraint, the optimization problems (27) and (28) do not differ much from the traditional beamforming problems known from the fundamentals of communications and MIMO systems (cf. [33]), where, however, the transmit power constraint is convex. In Section III-B, the problems (27) and (28) are simplified via the approximation of the transmit power (19) by a squared \(L_2\)-norm of the beamforming vector. This approximation is valid for all types of far-field communications. Hence, the corresponding simplified optimization problems can be viewed as traditional beamforming problems and are related to baseline schemes that we use for performance comparisons. However, the resulting optimized beamforming vectors provide only strictly suboptimum solutions to the original problem formulations (27) and (28), if the devices are in the near-field of the transmitter. Hence, a more precise convex approximation of the transmit power constraint is provided in Section III-C. This approximation is combined with the approach from Section III-B in each iteration of an iterative algorithm proposed in Section III-D.

B. Far-field Approximation

1) Max-sum problem: We consider an optimization problem, which is identical to (27) except for the transmit power constraint:

\[
\max_{\mathbf{b}} \quad \mathbf{b}^H \left( \sum_{l=4}^{K+3} \int_{f_0-0.5B}^{f_0+0.5B} \mathbf{C}^H(f) \mathbf{e}_{K,l-3} \mathbf{e}_{K,l-3}^H \mathbf{C}(f) \mathbf{d}f \right) \mathbf{b},
\]

s.t.:

\[
\int_{f_0-0.5B}^{f_0+0.5B} \frac{1}{B} \mathbf{d}f = -1
\]

\[
\int_{f_0-0.5B}^{f_0+0.5B} \frac{1}{B} \mathbf{b}^H \mathbf{C}^H(f) \mathbf{e}_{K,\kappa} \mathbf{e}_{K,\kappa}^H \mathbf{C}(f) \mathbf{b} + 1 \geq \text{SNR}_{\text{thr}}, \quad (29)
\]

where \(P_0\) is a properly chosen constant\(^8\) related to the transmit power \(P\). The matrices \(\mathbf{C}(f), \mathbf{D}(f)\) and the vector \(\mathbf{b}\) have been defined in Section II. Unfortunately, due to the QoS constraint, a traditional approach, e.g. based on semidefinite relaxation (SDR) or eigenvalue decomposition, cannot be applied, cf. [31], [34]. Therefore, we decompose (29) into two subproblems, where the first subproblem refers to the maximization of the receive power under only the transmit power constraint and the second subproblem is related to the QoS constraint and the gradient based search. The first subproblem can be formulated similarly to (29) as

\[
\max_{\mathbf{b}} \quad \mathbf{b}^H \mathbf{W}_{\text{sum}} \mathbf{b},
\]

s.t.: \(\mathbf{b}^H \mathbf{b} \leq P_0, \quad (30)\)

with

\[
\mathbf{W}_{\text{sum}} = \sum_{l=4}^{K+3} \int_{f_0-0.5B}^{f_0+0.5B} \mathbf{C}^H(f) \mathbf{e}_{K,l-3} \mathbf{e}_{K,l-3}^H \mathbf{C}(f) \mathbf{d}f.
\]

\(^7\)The priority based maximization of the receive power can be done by introducing additional weights (priorities) \(\lambda_l\) in the sum in (27), which can be absorbed into the respective receive powers \(P_{l,t,\text{total}}\).

\(^8\)The value for \(P_0\) corresponds to 

\[P/\left(\frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} |Z_{in,l}(f)|^2 \mathbf{d}f\), as can be deduced from (21).\]
Obviously, (30) is an eigenvalue problem and can be solved by selecting the (properly scaled) eigenvector of $W_{\text{sum}}$, which pertains to the maximum eigenvalue. If the solution does not satisfy the QoS constraint, a gradient based approach from [31] is utilized, in order to increase the value of $\text{SNR}_\kappa$, until the QoS requirement is fulfilled. The gradient based algorithm is described via pseudo code notation in Algorithm 1.

**Algorithm 1** Gradient based improvement of $\text{SNR}_\kappa$

1. **Input:** $b_1$
2. **Calculate** $\text{SNR}_\kappa$
3. **i** = 1, $b_0 = 0$
4. **while** ($\text{SNR}_\kappa < \text{SNR}_{\text{thr}}$) & $\left(1 - \frac{|b_i^H b_i|}{|b_{i-1}^H b_{i-1}|} \geq \epsilon \right)$
   
   **do**
5. **Calculate** $\text{grad}_i\{\text{SNR}_\kappa\}$ from (32) using $b_i$;
6. **Select** $\delta_i$ according to [30];
7. **Update** $b_{i+1} = b_i + \delta_i \cdot \text{grad}_i\{\text{SNR}_\kappa\}$
8. **Normalize** $b_{i+1} \Rightarrow P_{l_{\text{total}}} = P$
9. **Calculate** $\text{SNR}_\kappa$
10. **Update** $i = i + 1$
11. **end while**
12. **Output:** $b_i$.

In each iteration $i$ of the gradient search, the direction$^9$ of the gradient is determined via [31]

$$
\text{grad}_i\{\text{SNR}_\kappa\} = \left(\int_{f_0-0.5B}^{f_0+0.5B} \frac{1}{N_0^H \mathbf{R}_{K,\kappa-3}(C(f)C(f)^H + D(f)D^H(f))C(f)} d\mathbf{f}, \frac{1}{N_0^H \mathbf{R}_{K,\kappa-3}(C(f)C(f)^H + D(f)D^H(f))C(f)} b_{i,1} \right)^2
$$

(32)

where $b_i$ denotes the state of the vector $b$ in the beginning of the $i$th iteration. The iteration consists of an update step

$$
b_{i+1} = b_i + \delta_i \cdot \text{grad}_i\{\text{SNR}_\kappa\}
$$

(33)

and an evaluation step, where the value of $\text{SNR}_\kappa$ is calculated and compared with $\text{SNR}_{\text{thr}}$. If the QoS constraint is fulfilled, the algorithm stops and the sum receive power corresponding to the obtained beamforming vector is calculated. If $b_i$ and $b_{i-1}$ are very similar (i.e., if $1 - \frac{|b_i^H b_i|}{|b_{i-1}^H b_{i-1}|} < \epsilon$ holds with a sufficiently small $\epsilon$, e.g. $\epsilon = 10^{-3}$) and $\text{SNR}_\kappa < \text{SNR}_{\text{thr}}$, we assume that a local maximum has been reached, while the QoS constraint remains unfulfilled. Hence, in this case, the algorithm stops and a failure is reported. The choice of the step size $\delta_i$ is important for the system performance as well. We follow the recommendations provided in [30] and select the step size accordingly.

2) **Max-min problem.** Similarly to the max-sum problem, the maximization of the minimum receive power according to (28) with a simplified transmit power constraint can be formulated as:

$$
\max_{b} \min_{4\leq l \leq K+3, l \neq \kappa} \text{SNR}_\kappa \geq \text{SNR}_{\text{thr}} \quad b^H b \leq P_0.
$$

(34)

We introduce an auxiliary variable $q$, which corresponds to a square-root of the minimum receive power, and a new vector variable $y = [b^T, q]^T$. Then, (34) can be reformulated into

$$
\max_y \quad y^H W_0 y,
$$

s.t.: $\text{SNR}_\kappa \geq \text{SNR}_{\text{thr}}$, $y^H y \leq P_0$.

where the matrices $W_0$, $W_l$, and $W_p$ are given by

$$
W_0 = e_{4,4} e_{4,4}^H,
$$

(36)

$$
W_l = \begin{bmatrix}
\int_{f_0-0.5B}^{f_0+0.5B} C^H(f) e_{K,l-3} e^H_{K,l-3} C(f) df & 0 \\
0 & -1
\end{bmatrix},
$$

(37)

$$
W_p = \begin{bmatrix}
I_3 & 0 \\
0 & 0
\end{bmatrix}.
$$

(38)

Similarly to the max-sum problem discussed before, we decompose (35) into two subproblems, where the first subproblem corresponds to (35) with relaxed QoS constraint and the second subproblem refers to the QoS constraint and is solved by a gradient based search. The first subproblem is rewritten using trace operators as

$$
\min_Y \quad \text{tr}\{ -W_0 Y \},
$$

s.t.: $\text{tr}\{ -W_l Y \} \leq 0$, $4 \leq l \leq K+3$, $l \neq \kappa$, (39)

$$
\text{tr}\{ W_p Y \} \leq P_0, \quad Y \succeq 0, \quad \text{rank}(Y) = 1,
$$

\text{tr}\{ -W_0 Y \},
$$

s.t.: $\text{tr}\{ -W_l Y \} \leq 0$, $4 \leq l \leq K+3$, $l \neq \kappa$, (39)

$$
\text{tr}\{ W_p Y \} \leq P_0, \quad Y \succeq 0, \quad \text{rank}(Y) = 1,
$$

\text{tr}\{ -W_0 Y \},
$$

s.t.: $\text{tr}\{ -W_l Y \} \leq 0$, $4 \leq l \leq K+3$, $l \neq \kappa$, (39)

$$
\text{tr}\{ W_p Y \} \leq P_0, \quad Y \succeq 0, \quad \text{rank}(Y) = 1,
$$

\text{tr}\{ -W_0 Y \},
$$

s.t.: $\text{tr}\{ -W_l Y \} \leq 0$, $4 \leq l \leq K+3$, $l \neq \kappa$, (39)

$$
\text{tr}\{ W_p Y \} \leq P_0, \quad Y \succeq 0, \quad \text{rank}(Y) = 1,
where matrix $Y$ can be expressed as $Y = yy^H$, if rank($Y$) = 1 holds. By dropping the rank-
1 constraint, this problem becomes a semidefinite
program, which can be efficiently solved using the
existing methods of convex optimization [32].
Then, the well-known randomization technique [34]
is applied in order to obtain a rank-1 solution $y$
from the matrix $Y$. The beamforming vector $b$
is extracted from $y$ by deleting its last element.
Hereafter, the gradient based search is applied, if the
QoS requirement for the DR is not fulfilled, using
the gradient defined in (32).

C. Convex Transmit Power Approximation

The optimization problems and solutions dis-
cussed in Section III-B are well known in the con-
text of far-field communications. With increasing
coupling between the devices (in the near-field),
the transmit power is more and more influenced by
the presence of the receivers, as can be deduced
from (19). Hence, the power transfer efficiency can
be improved by taking into account this influence in
the optimization of the beamforming vector [1].
For this, an iterative algorithm has been proposed,
where the total transmit power in (27) and (28) is
approximated by a squared $L_2$-norm for a current
iteration, respectively. Employing this approxima-
tion, the optimal beamforming vector is calculated,
which is used for improving the approximation and
updating the solution in the next iteration. For the
approximation, we assume that in case of conver-
gence of this algorithm,

$$|b_i| \approx |b_{i-1}|$$

(40)

holds, where $b_i = [b_{1,i}, b_{2,i}, b_{3,i}]^T$ denotes the state
of the vector $b = [b_1, b_2, b_3]^T$ at the end of the
ith iteration. At first, we approximate the transmit
power (19) by

$$P_{t,\text{total}} \approx \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} |b_i|^2 |A(f)b_i| \, df$$

(41)

such that the order of the transmit power with
respect to $b_i$ reduces\(^{10}\). Then, we express $|b_{i-1}|^T$
as

$$|b_{i-1}|^T = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix} V_i,$$

(42)

\(^{10}\)The order with respect to the complex-valued vector $b_i$ is larger for $|b_i|^2 |A(f)b_i|$ than for $|A(f)b_i|$.

using matrix $V_i$ defined by

$$V_i = \begin{bmatrix} b_{1,i-1} & 0 & 0 \\ 0 & b_{2,i-1} & 0 \\ 0 & 0 & b_{3,i-1} \end{bmatrix}.$$  

(43)

By inserting (42) into (41) and using (43), we obtain

$$P_{t,\text{total}} \approx \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} \frac{|V_i| A(f) b_i|}{B} \, df$$

$$= \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} [1, 1, 1] V_i A(f) b_i \, df .$$ (44)

Moreover, we define $S_i(f) = V_i A(f)$ and approximate $|V_i A(f) b_i| = |S_i(f) b_i|$ from (44) by

$$|S_i(f) b_i| \approx |S_i(f) b_i| \otimes (|S_i(f) b_i| \otimes |S_i(f) b_{i-1}|),$$

(45)

where $\otimes$ and $\otimes$ represent element-wise vector
multiplication and division, respectively. Hence, by re-
formulating (45), $|S_i(f) b_i|$ can be expressed as

$$|S_i(f) b_i| \approx \left( |S_i(f) b_i| \otimes \sqrt{|S_i(f) b_{i-1}|} \right) \odot \bigotimes_{\text{e}} \odot$$

(46)

where $(\cdot) \odot$ denotes the element-wise square oper-
ator. By multiplying (46) with a vector $[1, 1, 1]$, the transmit PSD at frequency $f$ can be expressed as a
squared $L_2$-norm using (44):

$$|b_i|^T |A(f)b_i| \approx \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} |b_i|^2 |A(f)b_i| \, df .$$

(47)

For the clarity of exposition, we denote $|S_i(f) b_{i-1}|$
by vector $g_i(f) = [g_{1,i}(f), g_{2,i}(f), g_{3,i}(f)]^T$. Using
$g_i(f)$, the element-wise division in (47) can be formu-
lated as a multiplication with a matrix $Q_i(f)$, where

$$Q_i(f) = \begin{bmatrix} g_{1,i}(f)^{-1} & 0 & 0 \\ 0 & g_{2,i}(f)^{-1} & 0 \\ 0 & 0 & g_{3,i}(f)^{-1} \end{bmatrix}.$$  

(48)

Then, we obtain

$$S_i(f) b_i \otimes \sqrt{|S_i(f) b_{i-1}|} = Q_i(f) S_i(f) b_i.$$  

(49)

Finally, by inserting (49) into (47) and (41), we obtain

$$P_{t,\text{total}} \approx \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} |Q_i(f) S_i(f) b_i|^2 \, df$$

$$= \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} b_i^H (Q_i(f) S_i(f)) Q_i(f) S_i(f) b_i \, df$$

$$= \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} (Q_i(f) S_i(f)) Q_i(f) S_i(f) \, df b_i = b_i^H P b_i.$$  

(50)
where $\mathbf{P}_i$ is given by
\[
\mathbf{P}_i = \frac{1}{B} \int_{f_0-0.5B}^{f_0+0.5B} (\mathbf{Q}_i(f)\mathbf{S}_i(f))^H(\mathbf{Q}_i(f)\mathbf{S}_i(f)) \, df.
\] (51)

In case of convergence, the approximations (40), (45), and correspondingly (50) are valid. In the corresponding iterative procedure of Section III-D, the transmit power constraint of (27) and (28) becomes convex in each iteration step. As shown in Section IV, the proposed convex approximation of the transmit power dramatically improves the performance of the SWIPT scheme compared to the far-field approximation based SWIPT under near-field conditions.

D. Iterative Approach

Using the convex transmit power approximation from Section III-C, the two optimization problems (27) and (28) can now be solved more accurately than with the approach of Section III-B. For this, two iterative algorithms are proposed in the following.

1) Max-sum problem: In each iteration, the approximation given by (50) is applied to the optimization problem (27):
\[
\begin{aligned}
\max_{\mathbf{b}_i} & \quad \mathbf{b}_i^H \mathbf{W}_{\text{sum}} \mathbf{b}_i; \\
\text{s.t.} & \quad \text{SNR}_{x_i} \geq \text{SNR}_{\text{thr}}, \\
& \quad \mathbf{b}_i^H \mathbf{P}_i \mathbf{b}_i \leq P.
\end{aligned}
\] (52)

Here, for the transmit power constraint we utilize $P$ instead of $P_0$ (like in (29)), since $\mathbf{b}_i^H \mathbf{P}_i \mathbf{b}_i$ represents the transmit power, whereas $\mathbf{b}_i^H \mathbf{b}_i$ in (29) represents the voltage variance. Similarly to the procedure according to Section III-B1, (52) is decomposed into two subproblems. The first subproblem is a generalized eigenvalue problem, which is obtained by relaxing the QoS constraint. The second subproblem is related to the QoS constraint and a gradient based search. The generalized eigenvalue problem is solved using a substitution
\[
\begin{aligned}
\mathbf{x}_i &= \sqrt{\mathbf{P}_i} \mathbf{b}_i, \\
\mathbf{b}_i &= \sqrt{\mathbf{P}_i^{-1}} \mathbf{x}_i,
\end{aligned}
\] (53) (54)

where $\sqrt{\mathbf{P}_i}$ is calculated via a Cholesky factorization\(^{11}\) of $\mathbf{P}_i$. An eigenvalue decomposition is applied to the matrix $(\sqrt{\mathbf{P}_i^{-1}})^H \mathbf{W}_{\text{sum}} (\sqrt{\mathbf{P}_i^{-1}})$ and the (appropriately scaled) eigenvector with the maximum eigenvalue is picked as the optimal solution for $\mathbf{x}_i$. Then, using (54), the optimal beamforming vector $\mathbf{b}_i$ is calculated. If this beamforming vector does not fulfill the QoS constraint, a gradient search is applied based on (32). Then, $\mathbf{b}_i$ replaces $\mathbf{b}_{i-1}$ in the next iteration. The overall optimization algorithm can be described via pseudo code notation given by Algorithm 2.

**Algorithm 2** Proposed solution for problem (27)

1: Input: $\mathbf{b}_0$, $N_{\text{iter}}$

2: for $i = 1$ to $N_{\text{iter}}$ do

3: Calculate $\mathbf{P}_i$ using $\mathbf{b}_{i-1}$ and (51);

4: Perform eigenvalue decomposition of $(\sqrt{\mathbf{P}_i^{-1}})^H \mathbf{W}_{\text{sum}} (\sqrt{\mathbf{P}_i^{-1}})$;

5: Eigenvector with the largest eigenvalue $\Rightarrow \mathbf{x}_i$;

6: $\mathbf{b}_i = \sqrt{\mathbf{P}_i^{-1}} \mathbf{x}_i$;

7: Normalize $\mathbf{b}_i \Rightarrow P_i,_{\text{total}} = P$;

8: Execute Algorithm 1;

9: if $\text{SNR}_{x_i} < \text{SNR}_{\text{thr}}$ then

10: Report failure (QoS constraint cannot be satisfied);

11: break;

12: end if

13: end for

14: Output: $\mathbf{b}_i$, $\mathbf{b}_i^H \mathbf{W}_{\text{sum}} \mathbf{b}_i$.

For the starting point $\mathbf{b}_0$ of the algorithm, we select the beamforming vector that corresponds to the solution of the problem (30). Furthermore, we have observed that a number of iterations $N_{\text{iter}} = 5$ seems to provide sufficient accuracy.

2) Max-min problem: Similarly to the previous sections, we decompose the max-min problem (28) into a semidefinite program (by dropping the rank-1 constraint similarly to Section III-B2) and a QoS requirement in each iteration of the algorithm. For this, the transmit power constraint in (39) is modified using matrix $\mathbf{W}_{p,i}$, which depends on $\mathbf{P}_i$:
\[
\mathbf{y}_i^H \mathbf{W}_{p,i} \mathbf{y}_i \leq P,
\] (55)

where $\mathbf{y}_i$ denotes the state of the vector $\mathbf{y}$ at the end of the $i$th iteration and matrix $\mathbf{W}_{p,i}$ is given by
\[
\mathbf{W}_{p,i} = \begin{bmatrix}
\mathbf{P}_i & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{bmatrix}.
\] (56)

\(^{11}\)Matrix $\mathbf{P}_i$ is obtained via integration of positive definite matrices in (50), which ensures that $\mathbf{P}_i$ is positive definite as well and suitable for the Cholesky factorization.
Hence, the semidefinite program in each iteration can be formulated as

\[
\begin{align*}
\min_{Y_i} & \quad \text{tr}\{-W_0 Y_i\}, \\
\text{s.t.} & \quad \text{tr}\{-W_l Y_i\} \leq 0, \quad 4 \leq l \leq K + 3, \quad l \neq \kappa, \quad (57) \\
& \quad \text{tr}\{W_{p,i} Y_i\} \leq P, \quad Y_i \succeq 0,
\end{align*}
\]

where the purpose of \( Y_i \) is to approximate \( y_i y_i^H \). Using convex optimization algorithms \([32], (57)\) is solved resulting in matrix \( \hat{Y}_i \). Then, using the randomization technique \([34]\) similarly to Section III-B2, an approximation of the solution vector \( y_i \) is obtained. By deleting the last element of this vector, \( x_i \) is extracted. A solution for \( b_i \) is calculated using (54). If this solution does not satisfy the QoS constraint, the gradient approach is applied. The optimization algorithm can be described via pseudo code notation given by Algorithm 3.

### Algorithm 3

**Proposed solution for problem (28)**

1. **Input:** \( b_0, N_{\text{iter}} \)
2. **for** \( i = 1 \) **to** \( N_{\text{iter}} \) **do**
3. Calculate \( \mathbf{P}_i \) using \( b_{i-1} \) and (51);
4. Solve (57), apply randomization to \( Y_i \Rightarrow y_i \);
5. Extract \( x_i \) from \( y_i \) (delete the last element of \( y_i \));
6. \( b_i = \sqrt{\mathbf{P}_i^{-1}} x_i \);
7. Normalize \( b_i \Rightarrow P_{i,\text{total}} = P \);
8. Execute Algorithm 1;
9. **if** \( \text{SNR}_b < \text{SNR}_{\text{thr}} \) **then**
10. Report failure (QoS constraint cannot be satisfied);
11. **break**;
12. **end if**
13. **end for**
14. **Output:** \( b_i, y_i^H W_0 y_i \).

Obviously, the quality of the solutions discussed in Sections III-B2 and III-D2 heavily depends on the accuracy of the utilized randomization technique. According to the literature (cf. \([34]\)), this randomization procedure utilizes a set of random vectors for an approximation of the solution vector based on the semidefinite matrix \( Y \). Furthermore, the accuracy of this method increases with increasing number of generated random vectors. Hence, for a fair comparison between the proposed and the baseline solution of the max-min problem, it is essential to select an identical total number of tested vectors for both schemes. In the proposed solution, the randomization is executed \( N_{\text{iter}} \) times. Assuming \( N_{\text{rand,prop}} \) random vectors in each iteration, the total amount of random vectors generated by the randomization process of the proposed solution is \( N_{\text{rand,prop}} N_{\text{iter}} \). Hence, the total number of vectors for the baseline scheme should be \( N_{\text{rand,base}} = N_{\text{rand,prop}} N_{\text{iter}} \). With this choice, the performance of the baseline scheme cannot be underestimated. In this work, \( N_{\text{rand,prop}} = 200 \) and \( N_{\text{iter}} = 5 \) are selected for the numerical results, such that \( N_{\text{rand,base}} = 1000 \) results. Both algorithms (Algorithm 2 and 3) may not always be able to find a feasible solution that satisfies the QoS constraint of the original problem. This situation occurs, if the noise power is too large, such that \( \text{SNR}_b < \text{SNR}_{\text{thr}}, \forall b \) holds. In such cases, a failure is reported and the respective performance metric \( b_i^H W \text{sum} b_i \) or \( y_i^H W_0 y_i \) is set to zero.

### IV. Numerical Results

In this section, we present numerical results for the MI based SWIPT.

#### A. System performance

At first, we assume that all coils have identical system parameters, i.e., \( L_t = L_r = L \), \( C_t = C_r = C \), and \( R_t = R_r = R \). Following the convention of the WPT community \([6]\), we define a factor \( F_{m,l} = \frac{2\pi f_0 M_{m,l}}{R} \), which corresponds to the product of the quality factor \( \frac{2\pi f_0 L}{R} \) and the coupling coefficient \( \frac{M_{m,l}}{L} \) between coils \( m \) and \( l \), respectively. We assume that all receivers are placed at the same distance \( d \) from the transmitter, such that the coupling coefficient is identical for all transmitter-receiver links, which means \( M_{m,l} = M, m \in \{1, 2, 3\}, l \in \{4, \ldots, K+3\} \). Furthermore, we restrict ourselves to the case \( F_{m,l} = F, m \in \{1, 2, 3\}, l \in \{4, \ldots, K+3\} \). Since the distances between the receivers may vary, the mutual inductance between them differs from \( M \). Defining the distance between two adjacent receivers with indices \( l_1 \) and \( l_2 \) as \( d_{l_1,l_2} \), \( M_{l_1,l_2} \) can be expressed as

\[
M_{l_1,l_2} = M \left( \frac{d}{d_{l_1,l_2}} \right)^3,
\]

because the mutual inductance scales with the third power of the transmission distance \([2]\).

In this work, we assume a random distribution of
receiver devices (on a circle around the transmitter) and that their orientation in the three-dimensional space is random. As mentioned earlier, we choose a practically relevant parameter set known from the passive RFID standards and NFC, i.e., a carrier frequency $f_0 = 13.56$ MHz and a bandwidth $B = 14$ kHz. Correspondingly, the quality factor is given by $\frac{2\pi f_0 L}{R} = \frac{f_0}{B} \approx 968$ according to the literature [6]. Furthermore, we select $P = 1$ W and $\text{SNR}_{\text{thr}} = 10$ dB. We assume, that in order to satisfy the transmit power constraint, the transmitter adjusts the amplification of the beamforming vector based on the observation of the current in all three transmit circuits. In our simulations, we consider 100 scenarios for each set of system parameters. We start with a comparison of the performance of the proposed solution (Section III-D1) and that of the baseline scheme (Section III-B1) for the max-sum problem (27), see Fig. 3. We observe that for a large factor $F$, the sum receive power of the proposed solution is significantly larger than that of the baseline scheme. Furthermore, it can be clearly seen, that the baseline scheme and the proposed solution completely agree for $F < 1$, which is due to the fact that the far-field approximation becomes valid, as explained earlier using (21). Also, we observe that a decrease of the noise variance leads to higher average sum receive powers. The reason is that the gradient search influences the beamforming vector less and less with decreasing noise variance, since the solution of the respective first subproblem (eigenvalue problem) is already close to the solution of the original problem. This is valid because $\text{SNR}_k$ using the selected eigenvector is in many cases already large enough to satisfy the QoS constraint. Interestingly, with increasing number of PRs (from two in Fig. 3a) to four in Fig. 3b), the performance of both schemes (baseline and proposed) improves substantially, such that average sum receive powers of up to 0.9 W can be reached for $F > 100$. This corresponds to more than 90% power efficiency, if only the WPT is considered.\footnote{The actual power efficiency is of course somewhat lower due to the losses from the conversion of the received signal into electrical power. However, we assumed $\eta = 1$ in this work, such that these losses are not considered.} This effect comes from the fact that with increasing number of devices, the number of degrees of freedom increases (the power received at multiple locations is summed up), such that a better power efficiency results for a large number of receivers. Moreover, the high power efficiency of the considered MI based SWIPT system is a notable contribution of our work, since it reveals the potential of this scheme. Fig. 4 shows the performance of the baseline (Section III-B2) and proposed (Section III-D2) solutions for the max-min problem (28). Similarly to Fig. 3, the proposed solution outperforms the baseline scheme in all scenarios, especially for high values of $F$. Interestingly, we observe that the curves for the proposed solution for $N_0 = 10^{-6}$ V$^2$s and $N_0 = 10^{-8}$ V$^2$s almost completely overlap, which indicates an upper bound in case of vanishing noise. The baseline scheme shows a similar behavior. Unlike in Fig. 3, with increasing number of PRs a dramatic decrease of the figure of merit by almost an order of magnitude is observed. This results from the formulation of the problem (see (35) and (57)), where more PRs impose additional constraints, such
that the feasible set shrinks and the performance degrades. In order to provide a deeper insight into the potential of the proposed magnetic SWIPT system, we present results for both minimum and sum receive powers using the beamforming vectors obtained from the maximization of the sum or the minimum, respectively, see Fig. 5. This means, that we calculate the average minimum receive power using beamforming vectors obtained as solution for the max-sum problem (see Fig. 5a)) and vice versa (see Fig. 5b)). This investigation may help system designers to select the appropriate optimization criterion. For this, we consider $F > 100$, $N_0 = 10^{-6}$ V²s, and two PRs. Interestingly, the baseline solution according to the maximized minimum even outperforms the solution according to the maximized sum in terms of average sum receive power, see Fig. 5b)). This indicates the suboptimality of the baseline scheme, since the optimal beamforming solution of the max-sum problem should outperform any other solutions in terms of sum receive power. Furthermore, we observe that the proposed solution is on average ≈ 50% worse for the maximized sum compared to the maximized minimum in terms of minimum receive power (Fig. 5a)). On the other hand, the beamforming according to the maximization of the sum is on average only 33% better than the beamforming according to the maximization of the minimum receive power in terms of sum receive power (Fig. 5b)). Of course, more sophisticated fairness based beamforming strategies could provide a trade-off between both optimization metrics. However, this investigation is beyond the scope of this work.
B. Imperfect Channel State Information

The knowledge of the mutual inductance is very important for the optimization of WPT systems [3] and can be acquired either by channel estimation or by distance estimation under the assumption that all other system parameters (coil dimensions, polarization, etc.) are known, cf. [16]. In practice, however, both methods (channel estimation and distance estimation) may not provide the exact value of the mutual inductance due to the noise influence. Correspondingly, this imperfect channel state information (CSI) may lead to a performance degradation. This problem has been already studied in various previous works for RF based SWIPT [19], [35]. In the following, the influence of imperfect CSI on the performance of a magnetic SWIPT system is investigated. For this, we replace the mutual inductance $M_{m,l}$ by a Gaussian random variable $\tilde{M}_{m,l}$ with a mean value $E\{\tilde{M}_{m,l}\} = M_{m,l}$ and a standard deviation $\Delta \tilde{M}_{m,l}$. As an additional parameter, we introduce the normalized standard deviation $\Lambda = \Delta \tilde{M}_{m,l} / M_{m,l}$. For the following results, the beamforming solution has been obtained for the imperfectly estimated channel, i.e., $\Lambda > 0$. For comparison, we also show results for perfect CSI, i.e., $\Lambda = 0$.

Fig. 6a) shows the average sum received power for two power receivers, $N_0 = 10^{-6}$ $V^2$s, and different normalized standard deviations $\Lambda$. Obviously, the proposed solution outperforms the baseline scheme in terms of sum receive power even in case of a large standard deviation of the estimated mutual inductances of $\Lambda = 0.1$. Nevertheless, we observe a substantial decrease of the average sum receive power using the proposed solution. A relative decrease of the receive power by almost 45% can be observed for very large values of $F$. Interestingly, the performance of the baseline scheme does not vary much, such that the receive power decrease is bounded below 6% even for $\Lambda = 0.1$.

Since the imperfect CSI can also affect the fulfillment of the QoS constraint, we further analyze the QoS for the DR. For a better insight, the obtained values of SNR are mapped onto a maximum achievable data rate via Shannon’s capacity formula, $\text{Rate} = B \log_2 (1 + \text{SNR})$. Hence, the average data rate would correspond to the expectation value of the achievable rate for the DR, see Fig. 6b). Furthermore, the assumed QoS requirement $\text{SNR}_{thr} = 10 \text{ dB}$ corresponds to $\approx 48 \text{ kbit/s}$. We observe that the average data rate using the baseline scheme remains mostly unchanged. The proposed solution shows a slight decrease for $\Lambda = 0.01$ and $F > 100$ compared to the case of perfect CSI. Also, a slight decrease is observed for $\Lambda = 0.1$ and $10 \leq F \leq 100$.

In general, the baseline scheme outperforms the proposed solution in terms of average data rate only for very large values of $F$.

C. Coverage

So far, we have assumed that all coils in the system are of equal size. In a practical application, the receiver coils may need to be very small and lightweight, in order to fit into other electronic devices, e.g. smartphones, tablets, etc. On the other hand, the transmitter might be located in an access point, which does not have such restrictions. Hence,
in the following, we assume that all receiver coils are implemented as solenoids with \( N_r = 1 \) turn and \( a_r = 2 \) cm coil radius. For the transmitter coils, we assume solenoids with \( N_t = 200 \) turns and \( a_t = 20 \) cm coil radius. Using the usual dipole approximation of the coil magnet field [13], we obtain the mutual inductance

\[
\overline{M} = \mu \pi N_t N_r a_t^2 a_r^2 / 4 d^3
\]

(59)

between the transmitter coils and any receiver, and

\[
\overline{M}_{l_1, l_2} = \mu \pi N_t^2 a_t^4 / 4 d^3_{l_1, l_2}
\]

(60)

between two receivers \( l_1 \) and \( l_2 \), respectively, where \( \mu \) stands for the magnetic permeability. In addition, we calculate the resistance

\[
R_t = \rho \frac{2a_t N_t}{a_w^2}
\]

(61)

of the transmitter coils and the resistance

\[
R_r = \rho \frac{2a_r N_r}{a_w^2}
\]

(62)

of the receiver coils, respectively. Here, \( \rho \approx 1.678 \cdot 10^{-2} \Omega \cdot \text{mm}^2 / \text{m} \) is the copper resistivity and \( a_w = 1 \) mm is the wire radius. Using the discussed optimization methods, it is possible to determine the minimum value of the mutual inductance \( \overline{M} \), for which the QoS constraint is satisfied and, e.g., the sum receive power is equal to 0.2 W on average. Using (59), the corresponding maximum transmission range \( d \) can be deduced via

\[
d = \left( \frac{\mu \pi N_t N_r a_t^2 a_r^2}{4 \overline{M}} \right)^{1/3}.
\]

(63)

With four PRs and \( N_0 \leq 10^{-6} \text{ V}^2 \text{ s} \), the maximum transmission range that fulfills the QoS constraint and the sum receive power requirement is \( d \approx 50 \) cm. If we consider a minimum power requirement of e.g. 0.1 W, the maximum transmission distance with two PRs is \( d \approx 40 \) cm. Obviously, the coverage of the magnetic SWIPT system is reasonably good for short-distance applications, which makes it a promising candidate for the upcoming Internet-of-Things.

V. CONCLUSION

In this work, a magnetic induction based SWIPT system has been proposed which utilizes a transmitter with three coils and multiple single coil receivers. From the set of randomly distributed receiver devices, one user (DR) is selected for information reception, whereas the same signal from the transmitter is utilized for the WPT to the remaining users (PRs). Assuming a certain QoS constraint (related to \( \text{SNR}_{thr} \)), two beamforming problems have been investigated. The first problem (max-sum problem) refers to the maximization of the sum receive power of all PRs. The second problem (max-min problem) refers to the maximization of the minimum receive power among all PRs. Furthermore, the near-field coupling between antennas (coils) has been taken into account, which results in an additional non-convex transmit power constraint. Unfortunately, both problems turn out to be non-convex, such that no globally optimum solution can be obtained. Also, the non-convex transmit power constraint does not allow to apply the well-known beamforming techniques according to the literature. Hence, the max-sum problem has been split into an eigenvalue problem and a QoS problem, and the max-min problem has been split into a semidefinite program and a QoS problem. The respective QoS problems have been solved via a gradient based iterative algorithm. In order to cope with the non-convexity of the transmit power constraint, it has been replaced by an \( L_2 \)-norm constraint (far-field approximation) for the baseline solution and using a more accurate iterative convex approximation for the proposed solution. In this context, significant performance gains have been observed for the proposed solution in terms of average receive power compared to the baseline scheme, which proves the importance of the mentioned accurate transmit power approximation. Furthermore, with decreasing coupling between coils, we observe a very steep decrease of the received (sum and minimum) power. Similarly, for large noise variances, the received powers are very low. The reason for this behavior is that the optimization focuses more and more on achieving a sufficient level of SNR for the information transmission. Correspondingly, the WPT
becomes less relevant\textsuperscript{13}. With very weak couplings or large noise variances, it may not always be possible to satisfy the QoS constraint, such that the described optimization problems become infeasible. On the other hand, a high power efficiency of the proposed SWIPT scheme has been observed even for moderate couplings between the coils. Unfortunately, it might not be possible to extend the presented 3D-coil based access point to a transmitter with more than three coils. This is due to the fact that in this case the transmitter coils would not be fully mutually orthogonal anymore, such that the energy exchange would occur only among the transmitter coils and the performance may even become worse than with three coils. In addition, the angular diversity of the three-dimensional space is already completely exploited by the considered 3D-coil, such that possible gains due to additional coils may not justify the increased complexity and cost. However, a more detailed study on an MI transmitter with more than three coils is beyond the scope of this work and remains for future investigations.
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