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Abstract. Due to their large bandwidth demand and synchronization requirements, multimedia applications, in general, consume buffers of huge size, which prevents potential customers from using multimedia services. We recognize the problem and propose a hierarchical architecture to reduce the buffer size. The architecture can be applied to both 1-n and n-n applications. We establish the architecture by first determining neighbor sets and then applying a grouping algorithm and a renegotiation process. This architecture can also meet the synchronization requirements of multimedia applications. We evaluate the performance of the architecture through simulations and compare it with that of a direct connection architecture. The result shows that the hierarchical architecture reduces the buffer size significantly without serious penalty to the total bandwidth and without introducing extra hot spots.
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1 Introduction

The progress of fiber optics, storage, and network technologies will make it possible to support the integration of services and to implement multimedia applications on computer networks in the foreseeable future. Asynchronous transfer-mode (ATM) technology is the widely accepted platform for future integrated services networks. Due to the nature of asynchronous transmission, the temporal relationships among media tend to be disrupted in ATM networks. To maintain the temporal relationships among media, the use of buffers at the sending/receiving sites or in the network is an inevitable consequence. The total buffer size increases with the total number of connections to users of applications, the variation of propagation delay, and the delay jitter of the connections. If the connection pattern among users is not carefully arranged, then the total buffer size will be so large that the price of running multimedia applications will become too high to be feasible.

In multimedia applications, each user is either a sender, a receiver, or both. A sender collects media units and sends them to receivers. The media units are collected from either media recorders (such as cameras and microphones), or retrieved from databases. A receiver gets all the temporarily related media units from senders and plays them on display devices. A 'direct' way to connect users in one application is to build a virtual connection between each sender and receiver pair. The virtual connection could be a virtual channel (VC) or virtual path (VP) in ATM networks. A VC is a logical connection that allows a variable bit-rate, full-duplex-flow exchange between two end users, while a VP is a set of VCs with the same end points. The advantages of a direct connection are easy reconfiguration and a relatively short set-up delay. However, the direct connection may cause a waste of buffers, since receivers in the same neighborhood must buffer media units separately.

Let us consider the example given in Fig. 1. A source $s$ transmits TV-quality video to destinations $d_1$ and $d_2$ at 30 frames/s. The maximum and minimum end-to-end delay of $(s,d_1)$ and $(s,d_2)$ are assumed to be 200 ms and 100 ms, respectively. Each TV-quality video frame contains 0.2—1.5 Mbits of data. To compensate the delay variance, the destinations $d_1$ and $d_2$ must buffer at least 4 frames separately. In other words, $d_1$ and $d_2$ require 1.6—12 Mbits of buffer in total.

In a teleconference application, each user is fully connected with other users, as shown in Fig. 2. Specifically, if there are $N$ users, and if a bandwidth $B$ is required to carry media units from one user to another, then the total number of virtual connections $H_d$ in a direct-connection architecture can be computed from:

$$H_d = \binom{N}{2} = \frac{N^2 - N}{2}. \quad (1)$$

We assume that the virtual connection carries all media involved in the communication such as video or voice. Moreover, the total required bandwidth $B_d$ is

$$B_d = 2BH_d = B(N^2 - N). \quad (2)$$
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As it is clear in Eqs. 1 and 2, the total number of virtual connections $H_d$ and the total bandwidth $B'_d$ increase quadratically as $N$ increases in a direct connection architecture. For example, in Fig. 2, if $k = 1$, i.e., a single medium is communicated, and $B = 2$ Mbits/s, then $H_d = 10$ and $B'_d = 40$ Mbits/s.

Another important issue regarding the use of a direct connection architecture is the total buffer size $\beta$ required to support multimedia applications. Buffers can be at receivers, at senders, within the networks, or in a combination of these places, as required, to achieve synchronization. Wherever we put the buffers, they are one of the major cost factors for running multimedia applications. In general, the total buffer size $\beta$ is a function of the end-to-end delay among users, the number of connections $H$, the bandwidth $B$, the number of users $N$, and the synchronization mechanism used in the applications. Our objective in this paper is to develop a hierarchical architecture to reduce the total buffer size $\beta$.

Rangan et al. (1993) propose a hierarchical communication architecture and a mixing algorithm to assure the synchronization in multimedia applications. The algorithm mixes media units in a mixer that multicasts blended media units to receivers. However, Rangan et al. (1993) have not explicitly considered the efficient use of buffers. Besides, the additional end-to-end delay is added due to the mixing algorithm. When applied in wide-area network (WAN) environments, the additional delay might be unacceptable for time-critical applications.

Adam et al. (1994) propose a software-intensive, ATM-based, network architecture, VuNet. In VuNet, multimedia devices are taken out of the workstation and are treated as general peripherals. Workstations access the devices through the network. The paper also addresses the internetwork problems with SONET. However, no explanation is given of how to solve the synchronization problems or how to allocate network resources efficiently.

Instead of providing a multicast solution for the integrated services networks, our goal in this paper is to develop a hierarchical architecture to reduce the buffer size requirements of users. The architecture can be applied to 1-$n$ applications (telelecture) and $n$-$n$ applications (teleconference). The 1-1 applications (nonsynchronous information retrieval) is not considered in this paper. This paper is structured as follows. In Sect. 2 we introduce two grouping policies that divide the users into several groups so that the total buffer size $\beta$ can be reduced. In Sect. 3 we compute users' buffer sizes in the hierarchical distribution architecture. In Sect. 4 we introduce a synchronization mechanism over the hierarchical architecture to support time-critical multimedia applications. In Sect. 5 we explain how users can enter and leave a communication group with the least effect on existing communication. In Sect. 6 we evaluate the performance of our architecture and compare it with direct connections. In Sect. 7 we conclude the paper.
Hierarchical architecture for multimedia distribution

We consider a network with \( N \) users who want to communicate with one another. In other words, these \( N \) users constitute a communication group. In the direct connection architecture, each user builds connections with other users in the communication group, i.e., all users in the communication group are fully connected. We denote the bandwidth of \( B \) (which is the sum of several connections carrying different media) to transmit media units between the users. Since the total number of virtual connections \( H_d \) given in Eq.1 and the architecture given in Fig.2 can be reduced by appropriately grouping users, we divide the \( N \) users into \( G \) subgroups, each having \( n_i \) users, for \( i = 1, 2, \ldots, G \), as shown in Fig.3. We select one user from each subgroup as a local distributor. The responsibilities of the local distributor are to receive media units from the users in its own subgroup and send them to remote local distributors and to receive media units from remote local distributors and distribute them to other users in its own subgroup. (We assume that media are mixed at all users except local distributors. This assumption allows us to find out the worst case bandwidth and the buffer requirements.) Note that all users within a subgroup are connected to their local distributor. In the hierarchical communication architecture, the total number of virtual connections \( H_h \) becomes

\[
H_h = \sum_{i=1}^{G} (n_i - 1) + \binom{G}{2} = N + \frac{G^2 - 3G}{2} \tag{3}
\]

and the total bandwidth \( B_h \) becomes

\[
B_h = \sum_{i=1}^{G} (n_i - 1)(B + BN) + \sum_{i=1}^{G} Bn_i(G - 1) = (N - G)(B + BN) + BN(G - 1) = B(N^2 - G) \tag{4}
\]

The first term on the right-hand side of Eq.3 is the sum of the connections in each subgroup; the second term is the sum of connections among local distributors. Similarly, the first term on the right-hand side of Eq.4 is the sum of bandwidth required for each subgroup. Each user requires bandwidth \( B \) to transmit its media units to the local distributor. In addition, the local distributor requires bandwidth \( BN \) to transmit the media units from all \( N \) users to each user in its own group. (In many applications the local distributor only requires \( B(N - 1) \) bandwidth for each user in its group because the media units from each user might not need to be sent back to itself.) The second term is the sum of bandwidth required among local distributors. For \( G = N \), Eqs. 3 and 4 become Eqs. 1 and 2, respectively. Note that even \( H_h \) is smaller than \( H_d \); the hierarchical architecture may not be better than the direct connection architecture in terms of the consumption of VCR entries at nodes in the network.

Although grouping can help us to reduce the total number of connections \( H_h \), we cannot do this randomly. Our grouping concept puts users within the same neighborhood in the same subgroup. In such a case, the end-to-end is upper-bounded so that the local distributor of each subgroup needs to buffer less media units. To explain the idea better, we introduce the concept of \textit{prefetch time}, denoted by \( L_{i,j} \). This is the amount of time required for user \( j \) to buffer the media units from user \( i \) after \( i \) starts to collect them. In this way, the delay-jitter effect can be compensated. We use the threshold \( \alpha_i \) of the prefetch time \( L_{i,j} \) to define the so-called \textit{“neighborhood”}. If the prefetch time \( L_{i,j} \) is less than \( \alpha_i \), then \( j \) is a neighbor of \( i \). We derive the prefetch time \( L_{i,j} \) in Sect. 3.1 and determine \( \alpha_i \) in Sect. 2.1 by considering the synchronization requirements of applications and buffer sizes available to users. We obtain the maximum end-to-end delay \( \Delta_{i,j}(m) \) of the connection carrying medium \( m \) from user \( i \) to \( j \) from Escobar et al. (1994):

\[
\Delta_{i,j}(m) = \delta_{i,j}(m) + J_{i,j}(m) \tag{5}
\]

where \( \delta_{i,j}(m) \) is the minimum end-to-end delay including the propagation delay, minimum collection delay and minimum delivery delay (Fig. 4); \( J_{i,j}(m) \) is the maximum end-to-end delay jitter. We note that \( \delta_{i,j}(m) \) can be obtained by taking the minimum value over several end-to-end delay measurements Bolot (1993). Further, the collection delay is the time needed for the sender to collect media units and prepare them for transmission. The delivery delay is the time needed for the receiver to process the received media units and prepare them for playback.

Note that the neighborhood relation is not transitive. For example, if user \( j \) is a neighbor of user \( i \) and user \( l \) is a neighbor of user \( j \), then user \( l \) is not necessarily a neighbor of user \( i \). We need an algorithm that can decide whether \((i, j)\) or \((j, l)\) are in the same subgroup. We propose two grouping algorithms in Sect. 2.2 to solve this conflict. We outline the basic idea behind the hierarchical distribution architecture here.

In the establishment phase of the hierarchical architecture for the communication group, each user builds connections with other users in the communication group. Each user, \( i \), for \( i = 1, 2, \ldots, N \), estimates the end-to-end delay between itself and the other users, then decides on its neighbor set, \( S_i \), which contains the neighbors of user \( i \) and user \( i \) itself. The prefetch time \( L_{i,j} \) of the connection between user \( i \) and any user \( j \) from the set \( S_i \) must be less than the precomputed upper bound \( \alpha_i \). After determining the neighbor set \( S_i \), user \( i \) generates a random number \( r_i \) and sends it and the set \( S_i \) to all other users in the communication group. According to neighbor sets and random numbers from all users, the distributed grouping algorithms explained in Sect. 2.2 can decide on the connection pattern among the users. The \( N \) users of the communication group negotiate with their local distributor according to the determined connection pattern. For each local distributor, we require negotiation with its group members and other local distributors.

We need to solve three problems for the hierarchical distribution architecture:

1. The determination of the neighbor sets by deriving an upper bound \( \alpha_i \) for the prefetch time
2. The development of grouping algorithms that divide users into several subgroups based on the neighbor sets provided by the users
3. The establishment of the negotiation process for bandwidth after the grouping algorithm is complete
2.1 Determining the neighbor sets

As mentioned before, if the prefetch time $L_{i,j}$ is less than the threshold $\alpha_i$, then we put user $j$ in the neighbor set $S_i$. The threshold $\alpha_i$ is related to the buffer size $\gamma_j$ available at $j$ to support the multimedia application. In general, a large $\alpha_i$ increases the buffer size for users closer to $i$ in the same neighbor set $S_i$ because these users must buffer additional media units to synchronize their initial playback time with those users far from $i$, but still in the same neighbor set $S_i$. Alternatively, a small $\alpha_i$ tends to cause inefficient use of resources and make the hierarchical distribution architecture useless because the total number of subgroups G will approach $N$ as $\alpha_i$ becomes small. Therefore, we need to select an appropriate $\alpha_i$. Suppose user $i$ is the local distributor, then $t_{i,j}$ is the earliest time when $\gamma_j$, the available buffer size for user $j$, becomes full with media units. The following equation shows the relationship between $t_{i,j}$ and $\gamma_j$:

$$\sum_{m=1}^{k} (t_{i,j} - \delta_{i,j}(m))b_m = \gamma_j \quad \text{for } i, j = 1, 2, \ldots, N, \quad (6)$$

where $k$ is the number of media transmitted between each pair of users and $b_m$ is the bandwidth required to carry medium $m$. Note that $\sum_m (b_m) = B$. By rewriting Eq. 6, we solve for $t_{i,j}$:

$$t_{i,j} = \frac{\gamma_j}{NB} + \frac{\sum_{m=1}^{k} \delta_{i,j}(m)b_m}{B} \quad (7)$$

The first term of the right-hand side measures the time required to fill the buffer at $j$, while the second term measures the time required to fill the storage inherent in network transmission lines and nodes.

The threshold $\alpha_i$ is then obtained from:

$$\alpha_i = \min_j \{t_{i,j}\} \quad (8)$$

where $j$ refers to any user. This condition guarantees that every group member has enough buffer to compensate delay jitter.

In Eqs. 6–8, it is clear that if each user $j$ informs $i$ about its available buffer size $\gamma_j$, then user $i$ can determine the threshold $\alpha_i$. User $i$ can also calculate the prefetch time $L_{i,j}$ as we will demonstrate in Sect. 3.1. If the prefetch time $L_{i,j}$ for user $j$ is less than the threshold $\alpha_i$, then user $j$ is considered to be in the neighbor set $S_i$. That means, any user $j$ in the neighbor set $S_i$ can store enough media units to compensate the delay-jitter effect without flooding the buffer size $\gamma_j$. Note that the buffer size limit $\gamma_j$ is machine dependent.

2.2 Grouping algorithms

After determining the neighbor set $S_i$, each user $i$ generates a one-byte random number $r_i$ and transmits it and the set $S_i$ to all users. A distributed grouping algorithm running at each user $i$ determines the subgroups and local distributors based on the random numbers and neighbor sets from all users. We suggest two grouping algorithms to optimize the use of various network resources. The first algorithm optimizes the number of connections by minimizing the number of subgroups $G$. In Eq. 3, when $N$ is fixed, minimizing the number of subgroups $G$ optimizes the number of connections $H_k$ as far as the grouping algorithm is concerned. The algorithm starts to select the largest neighbor set, say $S_i$, to be a group and assigns user $i$ as the local distributor of the subgroup. Therefore, users in $S_i$, except for user $i$, can be neither members of other subgroups nor local distributors. The algorithm then deletes users in $S_i$ from the remaining neighbor sets. The neighbor sets of the users in $S_i$ are also deleted. The algorithm repeats for the remaining neighbor sets until there is no neighbor set left. If there are several neighbor sets that all have the largest size, then the one with the largest random number $r_i$ is selected by the algorithm as the next group. If the random numbers of the neighbor sets are the same, then each contender regenerates a random number $r_i$ and transmits it again.

The second grouping algorithm focuses on the total bandwidth $B_{S_i}$, Eq. 4, where a larger $G$ results in smaller total bandwidth requirement. Thus, this algorithm tries to maximize the number of subgroups $G$. The algorithm works in the same fashion as the first one. It starts by selecting the smallest neighbor set as a subgroup, then assigns the local distributor and deletes unnecessary information as described in the first algorithm. The procedure continues until no neighbor set is left. In the case of several neighbor sets having the same size and the same random number, regeneration and retransmission of random numbers are required to solve the conflict in deciding subgroups. Note that the results of running a grouping algorithm twice on the $N$ users in a communication group may be different because of the random selection of subgroups among the largest neighbor sets.

Each user can use either of the grouping algorithms to determine the connection pattern in a distributed manner. For the sake of clarity, the term "users" refers only to the ordinary users and excludes local distributors. We evaluate the performance of the two grouping algorithms in Sect. 6.

2.3 The renegotiation process

We derive the hierarchical distribution architecture by using Eq. 8 and the grouping algorithms given in Sect. 2.2. Since the algorithm is distributed, each user is aware of the structure of the hierarchical architecture. To transform the direct connection to the hierarchical distributed architecture, each user starts the renegotiation process, which consists of two parts: (1) breaking the unnecessary connections to create the hierarchical topology and (2) renegotiating the bandwidth for some of the remaining connections to support the hierarchical architecture. Since all users know the hierarchical distribution architecture, they can determine which connections should be disconnected and which should be renegotiated. Breaking unnecessary connections is straightforward and can be done without difficulty. The bandwidth renegotiation for the remaining connections is explained in what follows.

The hierarchical distribution architecture consists of two types of connections (Fig. 5):
experience shorter end-to-end delay are buffered and must wait for the ones that experience a longer end-to-end delay.

In conclusion, the buffer size required at each user in an application of the telephony type is smaller than that required in time-critical applications. Thus, the buffer size in time-critical applications is the worst case for any type of application and is derived in Sects. 3.1 and 3.2. For the sake of clarity, we assume that the buffers are located at receiving sites.

3.1 Buffer sizes for users in each subgroup

Suppose a local distributor $i$ sends multimedia traffic to its group member $j$ through several connections with a bandwidth $B$ and a maximum end-to-end delay jitter $J_{i,j}(m)$ of the connection carrying medium $m$. It is well known that one way to compensate for the effect of delay jitter is to prefetch buffering with the size of $\beta_{i,j}(m)$ given by the following formula (Ramanathan and Rangan 1993).

$$\beta_{i,j}(m) = \left[ \frac{J_{i,j}(m)}{\mu(m)} \right]$$  \hspace{1cm} (9)

where $\mu(m)$ is the playback period of the medium $m$. Thus, user $j$ will not start playback of the media units from the local distributor $i$ until all prefetched buffers $\beta_{i,j}(m)$ are full. Thus, the prefetch time $L_{i,j}$ measures the interval from the time when local distributor $i$ starts to collect media units to the time when user $j$ can start playback.

$$L_{i,j} = \max_m \left\{ \Delta_{i,j}(m) + \beta_{i,j}(m) \mu(m) \right\}.$$  \hspace{1cm} (10)

User $i$ must still wait until all users in the subgroup complete prefetched buffering because of the synchronization requirement imposed by time-critical applications. Thus, the initial playback time $M_i$ of the subgroup at which all the users in the subgroup start playback can be determined by the following formula:

$$M_i = \max_j \{ L_{i,j} \}$$  \hspace{1cm} (11)

The users in the subgroup keep buffering the media units from the local distributor $i$ until the subgroup initial playback time $M_i$ is reached, then start to play the media units back. The buffer size $\beta_{i,j}$ at each user $j$ in the same subgroup with the local distributor $i$ can then be calculated as follows:

$$\beta_{i,j} = \sum_m (M_i - \beta_{i,j}(m)) \mu(m)$$  \hspace{1cm} (12)

3.2 Buffer sizes for local distributors

Suppose there is an algorithm that synchronizes the global initial collection time $G_c$, and the global initial playback time $G_p$ of the users in one communication group. (The global initial playback time $G_p$ is not necessary for some applications such as telelecture. Again, the assumption allows us to find out the worst-case buffer-size requirement.) In Sect. 4, we give an example of such an algorithm. After the global initial collection time $G_c$, a local distributor $i$ receives and buffers the temporally related media units from the users in the same subgroup before sending them to other
local distributors. Furthermore, a local distributor also receives and buffers the temporally related media units from other local distributors and sends them to the users in the same subgroup. For later playback at \( i \), the temporally related media units stay in the buffer of \( i \) after transmission to other users/local distributors. At time \( G_p \), all users and local distributors start playing back. Moreover, local distributor \( i \) must send media units from its own subgroup in a synchronous fashion. However, temporally related media units from users in the same subgroup experience different delays over the connections to their local distributor \( i \). To send the media units synchronously, the prefetched buffering time \( M_i \) is needed for \( i \) to buffer the media units from all users in the same subgroup. \( M_i \) is computed by

\[
M_i = \max_j \{ L_{j,i} \} \tag{13}
\]

In other words, at the time \( G_c + M_i \), the local distributor \( i \) starts to transmit media units of the subgroup to other local distributors at steady rates. Thus, the buffer size required at a local distributor \( i \) can be obtained from:

\[
\beta_i = \sum_j \sum_m \{(M_i - \delta_{j,i}(m)) b_m \} + \sum_k \sum_m \{(G_p - G_c - M_k - \delta_{k,i}(m)) n_k b_m \} \tag{14}
\]

where \( n_k \) is the number of users in the subgroup \( k \) including the local distributor in the group and \( b_m \) is the average bandwidth required to transmit on the medium \( m \). The first term on the right-hand side of Eq. 14 refers to the buffer size required for the local distributor \( i \) to store the media units from the users in the same subgroup. The second term refers to the buffer size needed for \( i \) to store the media units from other local distributors of the application. In Sect. 6, we compare the buffer sizes in the hierarchical distribution architecture and the direct connection.

The total buffer size \( \beta_h \) required is given by

\[
\beta_h = \sum_{i=1}^{G} (\beta_i + \sum_{k=1}^{n_i-1} \beta_{i,k}) \tag{15}
\]

Note that the subscript \( h \) of \( \beta_h \) indicates that the hierarchical distribution algorithm is used. The total buffer size \( \beta_d \) in direct connection can also be calculated by using Eqs. 14 and 15. In the computation of \( \beta_d \), let \( G = N \) and consider each user as a local distributor.

4 Synchronization issues

In time-critical multimedia applications, temporally related media units are played by all users at the same time. To fulfill the synchronization requirement, we must solve four problems. They are local clock drift, delay jitter effect, global initial collection time \( G_c \) and global initial playback time \( G_p \). Let us assume that there is a global clock in the network. We can solve the delay-jitter problem by appropriate prefetched buffering (Ramanathan and Rangan 1993). In this section, we demonstrate the derivation of \( G_c \) and \( G_p \) (Akyildiz and Yen 1995; Yen and Akyildiz 1994).

\( G_c \) and \( G_p \) can be determined by the local distributors in a distributed manner. In the renegotiation processes, each local distributor \( i \) sends \( M_i \) to other distributors of the application. At the end of the renegotiation processes, the local distributor \( i \) sends the time \( I_i \) to other distributors as a candidate for \( G_c \). Time \( I_i \) has a lower bound that assures that all users can receive it on time.

\[
I_i \geq \tau_i + \max_{m,j} \{ \Delta_{i,j}(m) + M_j \} \tag{16}
\]

where \( \tau_i \) is the sending time of \( I_i \), and \( j \) refers to all local distributors. If \( I_i \) satisfies Eq. 16, all users in the communication can get \( I_i \) on time, and \( G_c \) is determined by

\[
G_c = \max_i \{ I_i \} \tag{17}
\]

To obtain \( G_p \), we first derive \( \lambda \), the preparation time required for all users to fill their prefetched buffers after \( G_c \) so that \( G_p \) becomes equal to \( G_c + \lambda \). The preparation time \( \lambda \) is determined by:

\[
\lambda = \max_{i,j} \{ M_i + L_{i,j} + M_j \} \tag{18}
\]

The interpretation of Eq. 18 is straightforward. For a local distributor \( i \), time \( M_i \) is required for \( i \) to buffer the media units from the users in the same subgroup after \( G_c \). After the prefetched buffering time \( M_i \), the local distributor \( i \) starts to send media units to another local distributor \( j \) and takes time \( L_{i,j} \) for \( j \) to prefetch the media units from \( i \) before multicasting them to the users in the same subgroup with \( j \). Finally, the local distributor \( j \) starts to send media units to the users in the same subgroup. It takes time \( M_j \) for the user in the subgroup to become ready to play back. Since every user is required to start playing at \( G_p \), the preparation time \( \lambda \) is obtained by taking the maximum value with respect to every pair of local distributors \((i,j)\). Note that \( \lambda \) is available before the users of the application reach consensus on \( G_c \) so that the local distributors can use \( \lambda \) to estimate buffer sizes.

5 Architecture management

Now we have presented the complete algorithm that transforms the communication architecture from the direct connection to the hierarchical distribution architecture. We have also addressed the synchronization issues of the hierarchical architecture. However, if we do not handle the entering and leaving of users and local distributors carefully, it can affect the stability of the architecture. We introduce a reconfiguration algorithm that solves the problem of users entering and leaving the architecture, resulting in the least effect on the existing communication. A new user \( x \) can join the communication architecture by first connecting to an existing user \( i \). Since the grouping algorithm is distributed, each user has full knowledge of the grouping information such as the list of local distributors. Thus, user \( i \) can give the addresses of the local distribution to the new user \( x \), so that \( x \) can determine group membership. The new user \( x \), after getting the addresses of the local distributors, makes connections with all local distributors and negotiates the maximum end-to-end delays with each of them separately. The prefetch time \( L_{k,x} \) of the connection from any of the local distributor \( k \) to \( x \) can be calculated once
the maximum end-to-end delays $\Delta_{k,x}(m)$ are negotiated. As mentioned in Sect. 2.1, if $L_{k,x}$ is less than the threshold $\alpha_k$ of the prefetch time, then the new user $x$ is qualified to join the subgroup associated with the local distributor $k$. However, if there is more than one subgroup for which $x$ can join, the new user $x$ randomly selects one subgroup and breaks the connections with other local distributors. In the extreme case, if $x$ is not qualified for any subgroup, then $x$ becomes a local distributor and communicates with other local distributors directly.

To leave the architecture, a user informs the associated local distributor and breaks the connections. However, if a local distributor $i$ wants to leave the communication, then two procedures must be carried out. (The failure at the local distribution can be treated as a special case of leaving.)

First, the remaining users of the subgroup must be divided into smaller groups depending on their locations. Users of each subgroup must elect one local distributor and establish connections to it. Also, the newly elected local distributors must establish connections to other local distributors. Once the users know that the local distributor $i$ in the same subgroup is leaving, the election of new local distributors is initiated, and each of them starts to make connections with other users in the subgroup. The grouping algorithms introduced in Sect. 2 are run in the subgroup, so that new subgroups and associated local distributors are generated. It is possible that more than one subgroup can be generated. Without loss of generality, assume that two new subgroups and associated local distributors $k$ and $l$ are selected by the grouping algorithms. A user $j$ in the same subgroup with the local distributor $i$ belongs to the subgroup associated with either the local distributor $k$ or the local distributor $l$. For the sake of clarity, we assume that $j$ belongs to the subgroup associated with the local distributor $k$. Once the new local distributors $k$ and $l$ are elected, they try to make connections with each other and the existing local distributors. Note that each user must update the grouping information including the list of local distributors and their group members, every time the architecture changes.

After the connections are established, user $j$ can get media units through the old local distributor $i$ or through the new local distributor $k$. Thus, the local distributors $k$ and $l$ can start to prefetch media units with time stamp $\nu$ from the other local distributors and the users in respective subgroups. The time stamp $\nu$ is decided in the same way as the global initial collection time $G_c$ is generated. The remaining problem is how long it will take for $k$ to buffer enough media units so that the delay jitter effect of the connections associated with $k$ can be compensated.

### Table 1. Comparison of total buffer sizes in direct and hierarchical connections

<table>
<thead>
<tr>
<th>Number of users</th>
<th>Available buffer (only for hierarchical case) $\gamma_j$ Mbits</th>
<th>Average total buffer size (direct) $\beta_{ij}$ Mbits</th>
<th>Average total buffer size (hierarchical) $\beta_h$ Mbits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>13.47</td>
<td>11.46</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>67.10</td>
<td>44.27</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>292.74</td>
<td>139.68</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>2118.5</td>
<td>627.1</td>
</tr>
</tbody>
</table>

As mentioned in Sect. 4, the difference between $G_c$ and $G_p$ is $\lambda$, i.e., if a media unit is sent at time $\xi$, then it will be played by all users at time $\xi + \lambda$. Since the value of $\lambda$ depends on the set of local distributors in the application, it must be recalculated by using Eq. 18 whenever the set of local distributors is changed, i.e., when a new user joins the architecture as a local distributor or when an existing local distributor wants to leave. Note that the recomputed $\lambda$ value is not necessarily different from the previous one. However, to distinguish between two $\lambda$ values in different periods of the communication, we call the original $\lambda$ value $\lambda_{old}$ and the value after recalculation as $\lambda_{new}$. It is obvious now that at the time $\nu + \lambda_{new}$, the communication group is ready to release the local distributor $i$ and the associated connections. The new local distributors $k$ and $l$ start to serve the users originally in the subgroup of $i$. There is no disruption of playback when a new user joins the communication group or when a user leaves the group, except when the local distributor $i$ leaves the communication group before $\nu + \lambda_{new}$.

The communication groups can be set up in two ways. First, all users of the group start to build full connections with one another and apply the grouping algorithm to establish the hierarchical architecture. Second, some users of the group can initiate the communication and allow the remaining users to join the communication later by using the group management protocol already mentioned. Note that, given a set of users, the first and the second methods may generate different connection patterns among the users.

### Table 2. Average number of subgroups and average buffer sizes of local distributors and users

<table>
<thead>
<tr>
<th>Number of users $N$</th>
<th>Average number of subgroups $G$</th>
<th>Average buffer size of local distributors $\beta_{ij}$ Mbits</th>
<th>Average buffer size of users $\beta_h$ Mbits</th>
<th>Average buffer size $\beta_{ij}$ Mbits</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.49</td>
<td>3.07</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5.2</td>
<td>7.56</td>
<td>1.03</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>6.61</td>
<td>16.58</td>
<td>2.249</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>8.21</td>
<td>45.39</td>
<td>6.088</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3. Buffer efficiency for various buffer sizes $\gamma_j$ in the hierarchical architecture

<table>
<thead>
<tr>
<th>Available buffer size $\gamma_j$ Mbits</th>
<th>Total buffer size $\beta_{ij}$ Mbits</th>
<th>Buffer size of local distributors $\beta_i$ Mbits</th>
<th>Buffer size of users $\beta_h$ Mbits</th>
<th>Number of subgroups $G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>268.23</td>
<td>15.06</td>
<td>1.45</td>
<td>17.58</td>
</tr>
<tr>
<td>4</td>
<td>139.80</td>
<td>16.64</td>
<td>2.27</td>
<td>6.57</td>
</tr>
<tr>
<td>8</td>
<td>128.30</td>
<td>17.42</td>
<td>4.58</td>
<td>2.86</td>
</tr>
<tr>
<td>16</td>
<td>201.82</td>
<td>30.50</td>
<td>9.02</td>
<td>1</td>
</tr>
</tbody>
</table>

### 6 Performance evaluation

By using simulation (carried out on a single workstation) we investigate the performance of the hierarchical distribution architecture. Our simulation model consists of $N$ users. The location of each user is represented by randomly generated $(x, y)$ coordinates that are uniformly distributed on a square. Each side of the square is equal to 100 units. The distance between two users represents the minimum end-to-end delay.
of the connections between them. Each user wants to communicate with other users by sending and receiving two media streams, video and voice. The playback period for video is 33 ms and for voice, it is 10 ms. The bandwidth $B$ for the virtual connections carried by the two video media from one user to another requires approximately 2 Mbits/s. (Compressed video requires 2 Mbits/s and voice requires 64 kbits/s.) The maximum delay jitter of a connection is assigned randomly, and it ranges from 10% to 50% of the minimum end-to-end delay of the connection. The simulation results given in Tables 1–3 are obtained from the first grouping algorithm in Sect.2.2. In Table 4, we compare the two grouping algorithms.

We use the first grouping algorithm to divide the users into several subgroups and calculate the buffer size for each user with Eqs. 12 and 14. For each $N$, we generated 100 sets of locations of users and calculated the buffer size $\beta_h$ from Eq. 15. In Table 1 we compare the total buffer size $\beta$ for the cases of direct and hierarchical connections.

In Table 1, we increase the available buffer size $\gamma_j$ as the number of users $N$ increases. This is because the temporally related media units increase linearly with $N$ and must be stored to maintain the synchronization. Later we show the effect of different available buffer sizes, $\gamma_j$, by keeping the number of users $N$ constant. In Table 1, we demonstrate that our architecture saves more and more buffer size as the number of users $N$ increases. This phenomenon can be explained by the number of subgroups $G$ listed in Table 2. Note that the available buffer size $\gamma_j$ is only for users and not for the local distributors. In general, the buffer size for the local distributor is substantially larger than the buffer size for each user. The total buffer size for the hierarchical architecture $\beta_h$ is the sum of the buffer sizes of all users and all local distributors.

As shown in Table 2, the number of subgroups $G$ increases much more slowly than the number of users $N$. In other words, more users can share the buffer of $\alpha$ distributor; higher buffer efficiency can be achieved.

In Table 2, we also show the average buffer size $\beta_{\text{avg}}$ for the ordinary users. Note that the average size of ordinary users $\beta_{\text{avg}}$ is roughly one-half the $\gamma_j$. This ratio results from the random locations of the users with respect to the associate distributor. In other words in one subgroup, some users are relatively closer to the local distributor than the others that use the close to the local distributor must store media units to wait for the user who is relatively far away.

In conclusion, although the average buffer size of ordinary users is one-half the available buffer size $\gamma_j$, some users must use all of the buffer $\gamma_j$ while others may only use a small portion of the buffer. However, after the communication is set up, the users can release the spare buffer size $\gamma_j$. The average buffer size of local distributors is roughly equal to the average buffer size of the users in the direct connection case, which is given by $\frac{\gamma_j}{N}$. Thus, our architecture significantly reduces the buffer size of ordinary users without increasing the buffer size of local distributors.

In Table 3, we vary the available buffer size $\gamma_j$ while keeping $N = 20$, and show the performance. As also shown in Table 3, increasing the available buffer size $\gamma_j$ does not necessarily improve the buffer efficiency. As $\gamma_j$ increases to 16 Mbits, all users are in one subgroup. According to Eq. 8, the larger $\gamma_j$ is, the larger $\gamma_{\text{avg}}$ is. When $\gamma_j$ becomes larger, all neighbor sets $S_i$ are the same and contain all users. According to the first grouping algorithm, the local distributor is determined by the random number $r_i$, i.e., the user $i$ with the largest $r_i$ becomes the local distributor. Thus, the selection of local distributor is probably not optimal, and this causes a larger buffer size at the local distributor to synchronize media units from all users. Since all neighbor sets contain all users, no matter who the local distributor is, the available buffer size $\gamma_j$ is sufficient to buffer media units.

In Table 4 the first grouping algorithm minimizes the number of groups so that it has fewer number of connections $H_h$ and results in a smaller buffer size $\beta_h$, while the second one achieves less total bandwidth $B_{\text{avg}}$.

7 Conclusion

In this paper, we developed a hierarchical architecture for multimedia distribution. Although the analysis and experiments are based on $n-n$ configuration applications such as conference, we can apply the architecture to a $1-n$ configuration with a slight modification. The hierarchical architecture is established with a distributed grouping algorithm. In our model, we do not assume that the multicast function is implemented in the nodes of the networks. However, a good point-to-point routing algorithm is required.

With the hierarchical architecture, we reduce the total buffer size $\beta_h$ significantly without suffering serious bandwidth and delay penalty. The buffer sizes of local distributors in the hierarchical architecture are about the same as those of the users in direct connection architecture. In other words, the hierarchical architecture does not introduce additional
hot spots in terms of buffer size. Furthermore, if media are mixed at the local distributors, then we can save more buffer space and bandwidth.

Since the number of users may change within the lifetime of the communication group, we introduce an architecture management that allows the users to join or leave the communication group with the least effort on the existing communication. In Core Based Tree (CBT) or other minimum Steiner tree-based multicast routing algorithms, it seems that these multicast routing algorithms must be used every time the membership of the communication group changes. In other words, these algorithms require the involvement of all users whenever a user joins or leaves the group. In contrast, in the worst case, our management functions require only the use of the grouping algorithm within a subgroup and the involvement of all local distributors.
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