This Review presents a discussion of the electromagnetic properties of nanoscale electrical conductors, which are quantum mechanical one-dimensional systems. Of these, carbon nanotubes are the most technologically advanced example, and are discussed mainly in this paper. The properties of such systems as transmission electron microscopy waveguides for on-chip signal propagation and also the radiation properties of such systems are discussed. This work is primarily aimed at microwave, nanometer-wave, and THz electronics. However, the use of nanotubes as antennas in the IR and optical frequency range is not precluded on first principles and remains an open research area.
1. Introduction

The development of fabrication and characterization techniques for nanoscale electronic circuit elements has been motivated by the relentless progress of the semiconductor industry in scaling down feature sizes. At the same time, clock rates of globally pervasive digital circuitry have moved into the microwave (GHz) frequency range. In addition, the growth in wireless communications systems has been explosive. The moniker “anytime, anywhere” access to information is no longer a goal but in many parts of the modern world is already here.

It seems then, that with the predicted progress towards nanometer-scale feature sizes, GHz clock rates, and microwave wireless communications as an ever increasing part of modern technology, that tremendous effort would already have been put into place to understand the properties of circuits, interconnects, devices, and antennas with nanoscale dimensions. Alas, such is apparently not the case. At present, there is a bona fide dearth of basic understanding of the electromagnetic properties of nanoscale conductors.

It is the aim of this paper to present some of the basic things we do know about nanoscale electromagnetics as examples of how circuit behavior is qualitatively different at nanometer-scale feature sizes. The focus is on passive devices. Active devices were reviewed in a separate recent manuscript.[1]

2. Scope and Aim of Review

The scope of this Review is as follows: The first goal is to present state-of-the art understanding of the ac properties of one-dimensional (1D) quantum conductors in the presence of damping (resistance). Here the 1D quantum nature of electron conduction gives rise to non-trivial circuit properties. One of the aims of this Review is to centralize, compare, and contrast different methods of analyzing the ac impedance of a quantum wire. The overarching theme is to answer a simple fundamental question, which is: What is the impedance of a quantum wire as a function of frequency from dc to light wave? This is a straightforward, scientific question to which a clear answer is beginning to emerge.

As part of the answer to this question we focus primarily on the RF and microwave frequency range of the spectrum, and thus use circuit models as the standard technique to present the electromagnetic properties. However, the formalism that justifies these circuit models can also be used to determine the optical equivalent properties such as scattering cross section.

In order to determine and illustrate the quantum ac properties of 1D systems, we focus on three important, canonical, illustrative cases: A single 1D wire over a perfect ground plane, a pair of 1D wires, and a pair of 1D wires over a perfect ground plane. In so doing, we also address and clarify the appropriate location of the quantum capacitance in the circuit diagram of a multi-1D conductor system.

Taken collectively this is meant to be a comprehensive review of the theoretical understanding of ac transport of 1D systems, and presented in a pedagogical and self-contained format. This is the prime aim of this Review.

A second aim is to assess the technological relevance of these models to the use of nanotubes as interconnects and antennas. Here we discuss the motivations for such comparisons and review the status of the field. The primary challenge here is the fabrication, and the word “challenge” here should be considered somewhat of an understatement. While there are still modeling results to be developed, there are some basic well-understood issues by now, which are the resistivity of nanotubes compared to copper, and the importance (or lack thereof) of the quantum properties of the conduction on the technology. Thus, while a comprehensive overview of the potential use of nanotubes as interconnects is not the goal of this Review, it is a major goal to relate the ac circuit models to the technological assessment of nanotubes as candidates for interconnects.

The conclusions of this paper will be that the 1D properties that give rise to non-trivial ac circuit models (specifically the kinetic inductance and quantum capacitance) are not really significant for technological concerns at GHz frequencies. For THz frequency electronics, which is still in its nascent stages, the quantum effects described in this work will be significant. The reason is simply that the resistance and classical electrostatic capacitance are more important in realistic potential applications. The resistance of a single tube is too high for envisioned applications (i.e., integration with Si CMOS) so that bundles are needed. The significance of the kinetic inductance and quantum capacitance in parallel arrays or bundles is even less than in individual 1D wires, so in this sense the quantum properties are not significant and are merely of academic interest. Of course, for the ultimate scaling of nanotechnology where each interconnect is a single-mode quantum wire, the theory results may be of significant importance but this is beyond what is envisioned in most proposed SWNT interconnect applications and would require some sort of self-assembly technology to even be considered as feasible. We have outlined such a vision in Reference [2] where single nanotubes interconnecting single-nanotube transistors are proposed.

A final aim of this Review is to summarize the state-of-the-art experimental demonstrations illustrating some of the concepts presented theoretically. In this sense there are two major results, those of basic property measurements and actual interconnect fabrication and measurement. These are both reviewed and compared to the fundamental predicted performance limits discussed at the beginning of the paper.

2.1. Wavelength Versus Physical Dimension

For electromagnetic radiation with a wavelength of nanometers, one is in the X-ray range of the spectrum. Therefore, any technology with nanometer feature sizes is bound to be in the limit that the device size is much less than the wavelength.
For RF engineering, this has been the case since its beginnings, since the wavelength is of the order of meters and the devices are many times smaller than this.

However, for optics, the concept of confining fields to subwavelength regions has been given recent interest, and the concept of an optical antenna has been proposed and demonstrated.[3,4] In addition, by making gratings subwavelength in size, and whispering gallery mode disks, subwavelength optics has taken on the moniker “nano-optics”. In some sense this is fundamentally new engineering and science. However, the concept of subwavelength physical sizes for diffraction gratings is almost as old as optics itself, and so is not truly new.

In the RF and microwave regime of the spectrum (the focus of this article), much less work has been done. It is generally the case the device sizes are subwavelength but this has never been touted as a fundamentally challenging issue to either understand or engineer. And, indeed, it is straightforward to understand and engineer.

2.2. DC Versus AC Electronic Properties

In the case of electronic properties of systems, there is another important wavelength, and that is the quantum-mechanical wavelength of the electron. At dc it is well known that when conductors are made at this scale the dc electronic properties are very different than larger conductors. Since the wavelength of electrons in metals and semiconductors is in the range 0.1–10 nm, this presents an important issue for dc properties of electronic devices. By and large, the physical principles that govern these device operations at dc have been fairly well laid out and understood by the device physics research community.[5] These concepts include, for example, the quantization of electrical conductance in units of $e^2/h$, and the concept of single-electron transistors, based on the large energy it takes to add a single electron to a system with a very small capacitance.

In contrast to dc, the physical principles that govern the ac (RF and microwave) electrical properties of electronic systems whose size scale is comparable to the quantum mechanical wavelength of electrons is not at all well understood. For example, a simple question is: What is the ac impedance of a 1D wire? Is it quantized in units of $e^2/h$ as the dc impedance is or not?[6] The answer to this question is not in general theoretically known, and to date experiments have not been performed that can unambiguously answer it.

2.3. Nanoantenna

A separate topic is the interaction of such systems with microwave radiation (e.g., plane waves). Until recently, very little was known about this at all. For example, if a nanotube is fabricated that is one free-space wavelength long, what will its radiation impedance be, what will the radiation pattern look like, how will the antenna resistive losses affect its properties, and what will the scattering properties be like? The answers to these questions are unknown for all but the very simplest of geometries, that of a dipole antenna geometry.[7,8] We do know from the dipole geometry studies that the properties are very different than textbook antenna theory predicts for a long, thin dipole. Thus, much remains to be understood.

3. Carbon Nanotubes: Synthesis and Fabrication

Carbon nanotubes come in two varieties: single- and multi-walled.[9–15] In this paper we will be concerned primarily with single-walled carbon nanotubes (SWNTs), since they provide the simplest test cases for the concepts presented herein.

Since the original development of chemical vapor deposition (CVD) for nanotube synthesis from lithographically defined catalyst pads was developed in 1998,[13] many groups around the world have continued to focus on using CVD for synthesis. The basic concept of CVD is shown schematically in Figure 1. Many variations on this theme are possible, and progress in applying it to specific applications is rapid.

Figure 1. Typical synthesis paradigm, showing schematically how a carbon gas feedstock interacts with a catalytic nanoparticle to grow SWNTs.
As an example of the rapid progress, in this section, we focus on a particular metric, that is, the synthesis of relatively long single-walled carbon nanotubes. The reason, as will become clear below, is that nanotubes may have a role to play as interconnects and the synthesis of long tubes is a necessary step in that direction. Additionally, long SWNTs allow one to measure the resistivity without worry about contact resistance effects. In Figure 2, we show an SEM image of an electrically contacted, 0.4-cm-long SWNT synthesized in our labs.\[16\]

In Figure 3, we show a plot of length versus year of electrically contacted, individual SWNTs. The progress has indeed been rapid. In addition, the tubes grown in CVD are highlighted in red, indicating that the growth technique has had a significant impact on the synthesis of long nanotubes. In Figure 4, we show the length versus year of all individual SWNTs. The progress has been about an order of magnitude increase in length per year. Such progress is rapid, even by the modern standards of electronics technology. It remains to be seen if and when such progress will plateau.

4. Characterization

In this section we discuss some of the challenges associated with characterizing the electrical properties of nanoscale devices.

4.1. Quantum Versus Free-Space Impedance

In RF waveguides, the ratio of the RF voltage to the RF current is of order the characteristic impedance of free space, that is, $377\Omega$ (see Figure 5). The ratio of the RF electric field to the RF magnetic field in free-space plane waves is also of order $377\Omega$. (The same is true for optical plane waves, as well.) On the other hand, nano-electronic devices such as resistors with dimensions of order of the de Broglie wavelength of the electrons (typically the Fermi wavelength) have dc resistance values of order the resistance quantum $\frac{h}{e^2} = 25 k\Omega$.\[15,17\] The ratio of these two impedances is known as the fine structure constant $\alpha$ and is dependent on only three fundamental constants of the universe: the charge of the electron $e$, the speed of light $c$, and Planck’s constant $h$. Therefore, there is an apparent built-in impedance mismatch between nanotechnology and RF. This mismatch has occupied the single-electron-transistor community for many years\[18\] and is now germane to the issue of nanotube-based devices.
4.2. Measurement Challenges

The above discussion shows that anytime the outside world is coupled at high frequency to a nanodevice, there is an inherent mismatch. This means that characterization, which is typically based on reflection, transmission, or scattering measurements, gives rise to very small signals: since the nanodevices are very small, they do not affect the microwaves very much. This is a big measurement challenge. One approach to solving this challenge is to develop excellent calibration techniques that fully characterize all of the parasitic before measuring the actual device. This is extremely time consuming, but certainly possible.[19–23] Another solution is to measure the change in the microwave properties with a dc voltage, which we have successfully applied in several cases.[24,25] However, one loses absolute accuracy with this technique. A final technique is to carry out measurements on many devices in parallel.[26–29] However, in general it is very difficult to fabricate identical nanodevices. Measurements on parallel devices can be plagued with uncertainties, since each individual device is different from the next.

Because of all of these challenges, the characterization requires serious effort by experimentalists in order to compare theory and models with experiment. In part because of this, theoretical work has been progressing relatively slowly.

5. DC Electronic Properties of Nanotubes

5.1. Metallic and Semiconducting Nanotubes

The electronic properties of SWNTs vary, depending on their diameter and chirality.[30] The chirality determines whether the nanotube behaves as a metal or semiconductor. Experimentally, metallic nanotubes are typically distinguished by the absence of a dependence of the small bias conductance on a gate voltage. Similarly, semiconducting nanotubes have a conductance that depends strongly on the gate voltage. The bandgap of semiconducting nanotubes is related to the diameter through $E_g = \frac{0.96\sqrt{d}}{e}$, where $d$ is the diameter in nanometers.

5.2. Quantum Contact Resistance

A nanotube can be considered a 1D conductor, even at room temperature. It is by now well established that it is not possible to measure the resistivity of a 1D conductor using a four-terminal measurement: any terminal attached to the conductor destroys the 1D nature of the conductor.[5,31] Therefore, one can only perform a two-terminal measurement, and the contact resistance must be addressed.

For 1D systems that are in the ballistic limit (i.e., length less than the mean free path, mfp), the contact resistance is always greater than or equal to $\frac{h}{e^2} = 25 \text{ k}\Omega$. The difference between diffusive and ballistic transport is indicated schematically in Figure 6.

In SWNTs, this number is modified by a factor of 2 for band-structure degeneracy and a factor of 2 for spin,[30] so that the lowest possible resistance a SWNT can have (when it is shorter than the mfp) is $\frac{h}{4e^2} = 6\text{ k}\Omega$. However, in cases where the contact is poor (e.g., if there is a Schottky barrier at the metal/nanotube interface), the resistance can be and typically is much higher. Recent work has shown that use of Pd as the contact material allows the theoretical limit to be reached, at least for very short SWNTs.[32–34] Prior to this, the more commonly used metal was Au and gave resistances of order MΩ, which was due to the poor contact.

5.3. Diffusive Resistance Versus Length

If the nanotube is long compared to the mean-free path due to scattering ($l_{\text{scatt}}$) then the resistance will have a component that scales linearly with length. In general, if $R_c$ is
the contact resistance (which is always greater than or equal to $\frac{h}{4e^2}$), then we have\cite{33}

$$R_{dc} = R_c + \frac{h}{4e^2} \frac{L_{nt}}{l_{imp}}$$  \hspace{1cm} (1)

Exactly how long is the mean free path in a SWNT? This depends on the scattering rate and mechanism. As in other materials, it is common to classify the scattering as due to defects (which can vary depending on the quality of the nanotube), as well as phonons, which are present at finite temperatures even for perfect (defect-free) material. An important practical question is, which mechanism dominates? In general the answer to this question depends on temperature and also (importantly) the way in which the nanotube material is synthesized and processed, since this determines the defect density. Overall, the working hypothesis is that the scattering rates add, that is,

$$\tau_{total}^{-1} = \tau_{e-ph}^{-1} + \tau_{imp}^{-1} \hspace{1cm} (2)$$

where $\tau_{e-ph}$ is the electron–phonon scattering rate, $\tau_{imp}^{-1}$ is the impurity scattering rate, and $\tau_{total}^{-1}$ is the combined scattering rate. This would translate into a relationship between the electron–phonon mean free path $l_{e-ph}$, the impurity mean free path $l_{imp}$, and the combined mean free path $l_{imp}$, of

$$\tau_{total}^{-1} = \tau_{e-ph}^{-1} + \tau_{imp}^{-1} \hspace{1cm} (3)$$

5.3.1. Impurity Scattering

The impurity mean free path depends in general on the density of impurities. Note that impurities outside the nanotube (such as in the substrate) can in principle cause scattering, as well as impurities in the nanotube itself. At the moment there are no good characterization techniques to determine impurity distribution on nanotubes, so in general it is not easy to know the impurity density. Collins’ group has developed a technique using electroplating of nanotubes deposited on silicon wafers to image defects on nanotubes.\cite{35} (Defect sites on nanotubes are found to be nucleation sites for electrodeposition of metals.) They find an impurity every 100 nm or so in arc discharge grown tubes, and every $\approx 0.4 \mu m$ in CVD-grown nanotubes (depending on the CVD process), with some CVD nanotubes showing one defect per $\approx 100 \mu m$. Therefore, a range of $\approx 100 \text{nm to } 100 \mu m$ for the impurity mean free path seems a reasonable range based on experimental data. Also, in general, the impurity mean free path is nominally independent of temperature, which provides an experimental means to distinguish it from electron–phonon scattering.

5.3.2. Electron–Phonon Scattering

Electron–phonon coupling in nanotubes is today well understood both from an experimental and theoretical point of view, and certainly very important for RF applications. For low voltages and currents, the scattering is due to acoustic phonons, whereas at high electric fields (discussed below), optical phonon scattering can be significant. The acoustic phonon scattering rate can be calculated based on the deformation potential\cite{36} and is predicted to be of the order of 1 $\mu m$, and also to depend on the nanotube diameter (scaling with the inverse diameter). The electron–phonon scattering rate is also predicted to be directly proportional to temperature. As we discuss next, the temperature dependence and magnitude of $l_{e-ph}$ has been verified experimentally, while the diameter dependence is still untested, although generally believed to be true.

5.3.3. Length-Dependent Resistance in the Low-Bias Regime: Experimental Data

The dependence of resistance on length of a nanotube is an important issue for potential use as interconnects. Let us begin by assuming the nanotube is defect free (so that impurity scattering is negligible), and that the nanotube has perfect contacts (i.e., the contact resistance is $\frac{h}{4e^2}$). In that case, for nanotubes much shorter than the mean free path due to phonon scattering (i.e., much shorter than about 1 $\mu m$), the resistance will be equal to the contact resistance, and independent of the length. For nanotubes much longer than the phonon mean free path, the resistance will scale linearly with length, according to the following equation

$$R_{dc} \approx \frac{h}{4e^2} \frac{L_{nt}}{l_{imp}} \hspace{1cm} (4)$$

(which is Equation (1) neglecting the contact resistance). Note that since the phonon mean free path is of order $\approx 1 \mu m$ that the resistance per unit length is about $\frac{h}{2e}$ per $\mu m$, or about 6 $k\Omega/\mu m$.

In general, if there is impurity scattering, the above discussion will still give the same predictions if the impurity scattering length is much longer than the electron–phonon mean free path. However, if there are many impurities, then the mean free path will be modified according to Equation (3).

The first experiments to probe the length-dependent resistance were performed by McEuen’s group in 2004\cite{16} using an AFM to measure the potential drop along the length of the tube. These studies were for tubes up to 2 $\mu m$ in length. In the same year, their group published the first resistance measurements on mm-long SWNTs\cite{16}, and we compiled a plot of all the literature of resistance versus length (in both the short-tube and long-tube limit). Both our studies and McEuen’s studies found that a mean free path of approximately $1 \mu m$ described the data to date. In 2007, the Kim group at Columbia published a landmark comprehensive study of the length- and temperature-dependent resistance of a single nanotube with multiple contacts, in order to rule out nanotube-to-nanotube variations.\cite{37} We have compiled the results of all of these studies and plot in Figure 7 the room-temperature resistance versus length for single-walled nanotubes\cite{16,24,32,34,36–40} (Note that many early experiments on nanotubes used Au as the contacts and nanotubes less than 1 $\mu m$ in length. In those early experiments, the contact resistance was much higher than the theoretical lower limit of $\frac{h}{4e}$ and so masked any length-dependent resistance.) The data
impurity scattering dominates so that the mean free path is temperature independent. At room temperature, the mean free path depends approximately linearly on temperature, and is approximately 1 μm. This is clearly the phonon-scattering-dominated regime. For other nanotubes with more defects, the impurity scattering can be significant even at room temperature.

The combined conclusion of all of these studies is simple: for ideal (defect free) nanotubes, the room-temperature mean free path due to phonon scattering (which is unavoidable) is approximately 1 μm. This has been independently confirmed by multiple research groups around the world. The diameter dependence has not yet been established experimentally, but the mean free path is predicted to scale as the diameter linearly.

How does this theoretical limit compare to conventional metals? Remarkably, this indicates as 3D resistivity (assuming a diameter of 1.5 nm) of 1.1 μΩ cm, which is lower than bulk copper (which has a value of 1.7 μΩ cm). If a tightly packed array of SWNTs could be synthesized economically, the material would be a potentially disruptive technology for interconnects in integrated circuits. This motivates our discussion of the high-frequency properties of single-walled nanotubes as conductors.

5.4. High Bias Resistance

At high bias voltage, the current in metallic nanotube saturates. This was originally studied by Yao in 2000, and is well established experimentally by now. The physical origin of the change in the high bias resistance is simple. If the electric field is strong enough, electrons in the nanotube gain energy as they accelerate. If they gain enough energy to be able to emit an optical phonon (which is typically only possible in high electric fields), then there is another scattering mechanism (optical phonon emission) which dramatically increases the scattering rate, and decreases the mean free path. Whereas the electron–phonon scattering rate for low electric fields and small currents is of order 1 μm due to acoustic phonon scattering, for high fields the rate is typically of order 10 nm due to optical phonon scattering. This scattering mechanism leads to a non-linear current–voltage curve that can be described by:

$$\frac{V}{I} = R_0 + \frac{V}{I_0}$$

where $R_0$ is the low bias resistance, and $I_0$ is given by $\frac{e}{h}h\Omega$, where $h\Omega$ is the optical phonon energy. Typically $I_0$ is approximately 20 μA.

What is the importance of this high bias resistance on the potential use of nanotubes as interconnects? This issue concerned Roy, who proposed a step-wise model of the nanotube resistance for use in circuit simulators. However, subsequent detailed analysis by the Meindl group showed that the high bias resistance is not of practical concern when nanotubes are used as interconnects. In practical envisaged applications, the nanotubes would be long enough (and an array would be used), so that the electric field in the
nanotubes would not be sufficient to cause the resistance to be much larger than its small bias value. For short nanotube interconnects, the driver resistance would be more important than the nanotube resistance. Thus, the conclusion of is that the high bias resistance can be neglected in practical applications.

6. AC Electronic Properties of SWNTs

6.1. Motivation

At present, the propagation of high-frequency signals on high-performance modern integrated circuits is performed using copper interconnects. The bulk resistivity of copper is about 1.7 $\mu\Omega \text{cm}$. However, as the copper feature size shrinks below 100 nm,[46] surface scattering increases this resistivity.[47] On the other hand, as we discuss above, carbon nanotubes have lower resistivity than copper, as they are not negatively impacted by surface scattering. In addition, the current density achievable in carbon nanotubes ($\approx 10^9 \text{A cm}^{-2}$) is larger than that achievable in Cu ($\approx 10^7 \text{A cm}^{-2}$), due to electromigration problems. Synthesis and placement problems notwithstanding, these arguments provide strong motivation for investigating carbon nanotubes as interconnects in GHz integrated circuitry.

6.2. Background

The RF circuit properties of a 1D conductor were originally discussed by Wesstrom,[48] who developed a transmission line description. However, at the time the technology to experimentally address the concepts was lacking. In a related set of papers, theoretical physicists have been considering the ac impedance of 1D conductors from the Luttinger liquid point of view for over a decade.[49–56] We have recently applied the concepts of transmission line theory to develop a general RF circuit model for a single-walled nanotube.[57–60] Salahuddin has generalized this approach to include multimode quantum wires.[61] Such a circuit model consists of distributed electrostatic capacitance and magnetic inductance, just as a classical transmission line. However, the model also includes quantum capacitance and kinetic inductance, which are absent in a classical transmission line. These extra elements describe a transmission line with characteristic impedance of order the resistance quantum, and a wave velocity of order $c/100$. Thus, the use of nanotubes as interconnects can allow one to stay in the realm of the resistance quantum even for transmission line work, and avoid the problems of impedance matching of active devices to the characteristic impedance of free space.

6.3. Approaches to the Problem

There are many ways to solve problems in applied physics, such as the question of the electromagnetic properties of carbon nanotubes. The most general technique is to write Maxwell’s equations and Schrödinger’s equations, and claim that the problem is solved in principle. This is the most general technique, but not the most useful.

To date in the literature three separate techniques of solving the electromagnetics of carbon nanotubes has been put forth, some more general, and some more useful. The first approach is simply to write down the full 3D version of the Boltzman transport equation (BTE), and the boundary conditions on Maxwell’s equations, and claim generality and completeness. This approach was developed recently by three authors at Purdue University (Salahuddin, Lundstrom, and Datta),[61] and hence we will call this the “Purdue method”. It is more straightforward to apply to real-world problems, since it contains equivalent circuit descriptions of the physical phenomena. The second approach was developed by the current authors, and develops circuits from simple physical arguments. While the least rigorous, it is perhaps the most applicable to real world situations, since it aims to understand currents and voltages at all points in a nanotube circuit. We call this third method the “Irvine method”.

Below we discuss each of these techniques and compare their achievements to date, and their advantages and drawbacks. We also show that all three techniques give the same result in cases where there are overlapping predictions.

6.4. Are Quantum Correlations Important?

It should be noted that the role of quantum correlations between electrons, which historically has lead to dramatic unpredicted discoveries in condensed matter physics of 3D and 2D systems such as superconductivity and the quantum hall effect, are not completely understood in 1D systems in spite of great theoretical effort.[68] The arguments presented below are the state of the art in understanding electromagnetics of 1D systems, but not necessarily the final answer.

In general, the practical effect of quantum correlations on nanotube devices and circuits is at present not known. At least one publication claims that the correlations will have an experimentally observable effect on this inductance per unit length of a 1D wire, which is not predicted in any of the more elementary theory discussed in this paper.[69]

Therefore, this paper should be viewed as a first effort to theoretically understand nano-electromagnetics without knowing for sure the effect of quantum correlations.

6.5. Voltage or Electrochemical Potential?

When dealing with most metals, the voltage is what matters. However, the electrochemical potential is what matters when dealing with systems that have a finite density of states (DOS). In nanotubes, the DOS is finite, and adding charge changes the Fermi energy, hence the chemical potential. The question is, which to use? For a SWNT over
a ground plane, Salahuddin et al. have shown that the electrochemical potential is what obeys a transmission line equation.\cite{61}
This will be discussed in more detail below.

### 6.6. High-Field Effects

It has been shown that high-electric-field effects limit the current in an individual SWNT to about 25 \( \mu \text{A} \).\cite{41} We have also observed this in microwave experiments on SWNTs at high electric fields.\cite{25}

The models developed below are all for the low-electric-field limit. More sophisticated models for the microwave properties at both high- and low-electric-field limits, which are technologically important for reasonable current and voltage levels in circuits, are still not well understood. Recent work has taken phenomenological approaches to very simple test cases\cite{45,70,71} but much work remains to be done to understand the high-field limit.

### 7. Individual Nanotubes Over Ground Plane: The Irvine Method

We begin our discussion by discussing the ac electrical properties of an individual metallic SWNT over a ground plane, indicated schematically in Figure 9. Figure 10 shows the equivalent RF circuit model for a SWNT over a highly conducting ground plane, neglecting damping.\cite{58,60}

In this approach, we derive independently each of the three circuit elements in the figure. The advantage of this approach is that one starts from the beginning with Kirchoff’s laws of currents and voltages, and hence is immediately in the practical, experimentally accessible world. The disadvantage is the lack of rigor and generality, which we will discuss further as we continue.

### 7.1. Spin and Band-Structure Degeneracy

The dc circuit model for a one-channel quantum wire of non-interacting electrons is well known from the Landauer–Büttiker formalism of conduction in quantum systems. The dc conductance is simply given by \( e^2/h \). If the spin degree of freedom is accounted for, there are two “channels” in a quantum wire: spin up and spin down, both in parallel. In a SWNT, there are two independent channels for each spin up electron, and two for each spin down electron, due to the band-structure degeneracy.\cite{30} Thus, there are 4 independent channels. Since these channels are in parallel, the dc conductance is given by \( 4e^2/h \). In the discussions below, this factor of 4 (for the number of channels) will be important for nanotube RF circuit properties, also.

### 7.2. Magnetic Inductance

In the presence of a ground plane, the magnetic inductance per unit length is given by:\cite{72}

\[
L_M = \frac{\mu_M \cosh^{-1} \left( \frac{2a}{d} \right)}{2\pi} \approx \frac{\mu_M}{2\pi} \ln \left( \frac{a}{d} \right)
\]

where \( d \) is the nanotube diameter, \( a \) is the distance to the “ground plane” (see Figure 9), and \( \mu_M \) is the magnetic permeability of the medium. The approximation is good to within 1% for \( a > 2d \). This is calculated using the standard technique of setting the inductive energy equal to the stored magnetic energy:

\[
\frac{1}{2}L_M I^2 = \frac{1}{2\mu_M} \int B(\mathbf{x})^2 d^3x
\]

and using the relationship between \( I \) and \( B \) in the geometry of interest, in this case a wire on top of a ground plane. For a typical experimental situation, the nanotube is on top of an insulating (typically oxide) substrate, with a conducting medium below. (The finite conductivity of the conducting medium will be discussed below.) A typical oxide thickness is between 100\( \text{Å} \) and 1\( \mu \text{m} \), whereas a typical nanotube radius is 1\( \text{nm} \). Because the numerical value of \( L_M \) is only logarithmically sensitive to the ratio of \( d/h \), we can estimate it within a factor of three as:

\[
L_M \approx \frac{1}{8\pi} / \mu_M
\]

We use \( \mu_M \) for our length units because modern growth processes produce nanotubes with lengths of order micrometers and not (as of yet) meters.

---

**Figure 9.** Geometry of a single nanotube over ground plane used to calculate the magnetic inductance and electrostatic capacitance. Reproduced with permission from References [58, 60]. Copyright 2002, IEEE Transactions on Nanotechnology.

**Figure 10.** Single nanotube over ground plane circuit model. The three elements are the kinetic inductance, the quantum capacitance, and the electrostatic capacitance. All are distributed elements. The factor of 4 is for the band structure and spin degeneracy in SWNTs. Reproduced with permission from References [58, 60]. Copyright 2002, IEEE Transactions on Nanotechnology.
7.3. Kinetic Inductance

In order to calculate the kinetic inductance per unit length, we calculate the kinetic energy per unit length and equate that with the \( \frac{1}{2}L_M I^2 \) energy of the kinetic inductance. The kinetic energy per unit length in a 1D wire is the sum of the kinetic energies of the left-movers and right-movers. If there is a net current in the wire, then there are more left-movers than right-movers, say. This argument is indicated schematically in Figure 11.

If the Fermi level of the left-movers is raised by \( e \Delta \mu /2 \), and the Fermi level of the right-movers is decreased by the same amount, then the current in the 1D wire is \( I = \frac{e}{\pi} \Delta \mu \). The net increase in energy of the system is the excess number of electrons \( N = e \Delta \mu /2h \) in the left versus right moving states times the energy added per electron \( e \Delta \mu /2 \). Here \( \delta E \) is the single-particle energy-level spacing. In a 1D system of length \( L_{\text{tot}} \), the spacing between quantum states is given by:

\[
\delta E = \frac{dE}{dk} = \frac{2\pi}{L_{\text{tot}}} \tag{9}
\]

where we have assumed a linear dispersion curve appropriate for carbon nanotubes. Thus the kinetic energy is given by \( \frac{h^2}{4\pi^2} \delta E \). By equating this energy with the \( \frac{1}{2}L_M I^2 \) energy, we have the following expression for the kinetic energy per unit length:

\[
L_K = \frac{\hbar}{2e^2 v_F} \tag{10}
\]

This is the kinetic inductance per unit length for a single channel. Since a nanotube has 4 channels in parallel, the effective circuit diagram in Figure 10 includes a factor of \( \frac{1}{4} \) for the (total) kinetic inductance. The Fermi velocity for graphene and also carbon nanotubes is usually taken as \( v_F = 8 \times 10^5 \text{ m/s} \), so that numerically

\[
L_K = \frac{4\pi h}{\mu m} \tag{11}
\]

Note that just because the total energy of the system scales as the current squared \( (E \propto I^2) \), that does not necessarily prove that the circuit properties will be inductive. Thus the rigor of this approach is not total. On the other hand the intuition about the origin of the kinetic inductance is very clear in the context of the Landauer–Büttiker formalism of conduction.

It is interesting to compare the magnitude of the kinetic inductance to the magnetic inductance. From Equations (6) and (10), we have

\[
\frac{L_M}{L_K} = \frac{\alpha^2}{4} \frac{v_F}{c} \ln \left( \frac{\alpha}{a} \right) \sim 10^{-4} \tag{12}
\]

where \( \alpha \approx 1/137 \) is the fine structure constant.

Thus, in 1D systems, the kinetic inductance will always dominate. This is an important point for engineering nanoelectronics: In engineering macroscopic circuits, long thin wires are usually considered to have relatively large (magnetic) inductances. In the case of nanowires, the magnetic inductance is not that important; it is the kinetic inductance that dominates.

7.4. Electrostatic capacitance

It is generally believed that the effect of electron-electron interactions can be included in the transmission line circuit analogy as an electrostatic capacitance.\(^{[68]}\)

The electrostatic capacitance between a wire and a ground plane as shown in Figure 9 is given by:

\[
C_{\text{ES}} = \frac{2\pi \varepsilon_0}{\cosh^{-1}(2a/d)} \approx \frac{2\pi \varepsilon_0}{\ln(\sigma/d)} \tag{13}
\]

where again the approximation is good to within 1% for \( h > 2d \).

This can be approximated numerically as

\[
C_{\text{ES}} \approx \frac{50a \varepsilon_0}{\mu m} \tag{14}
\]

This is calculated using the standard technique of setting the capacitive energy equal to the stored electrostatic energy:

\[
\frac{Q^2}{2C_{\text{ES}}} = \frac{\varepsilon_0}{2} \int E(x)^2 \, d^3x \tag{15}
\]

and using the relationship between \( E \) and \( Q \) in the geometry of interest, in this case a wire on top of a ground plane. The term “electrostatic” comes from the approximation that we make in calculating the capacitance using Equation (15), which is done...
using the relationship between a static charge and a static electric field. However, the electrostatic capacitance can of course be used when considering time-varying fields, voltages, currents, and charges, as we will do below.

### 7.5. Quantum Capacitance

In a classical electron gas (in a box in 1, 2, or 3 dimensions), to add an extra electron costs no energy. (One can add the electron with any arbitrary energy to the system.) In a quantum electron gas (in a box in 1, 2, or 3 dimensions), due to the Pauli exclusion principle it is not possible to add an electron with energy less than the Fermi energy \( E_F \). One must add an electron at an available quantum state above \( E_F \). This is indicated schematically in Figure 12.

By equating the energy cost to add an electron \( \delta E \) (see Equation (9)) with an effective quantum capacitance with energy given by

\[
\frac{e^2}{C_Q} = \delta E
\]

and considering the degeneracy, one arrives at the following expression for the (quantum) capacitance per unit length:

\[
C_Q = \frac{8e^2}{\hbar v_F}
\]

which comes out to be numerically

\[
C_Q = 400 \text{ aF/\mu m}
\]

This is the quantum capacitance per unit length for a single channel. Since a nanotube has 4 channels in parallel, the effective circuit diagram in Figure 10 includes a factor of 4 for the (total) quantum capacitance. The ratio of the electrostatic to the quantum capacitance is then given by

\[
\frac{C_E}{C_Q} = \frac{2\pi a}{e^2 \mu v_F} \ln \left( \frac{a}{d} \right) = \frac{1}{2} \frac{\nu_F}{\pi} \ln \left( \frac{a}{d} \right) \approx 1
\]

Thus, when considering the capacitive behavior of nanoelectronic circuit elements, both the quantum capacitance and the electrostatic capacitance must be considered.

In addition, it should be noted that within the context of this argument, it is not proved why the fact that the energy of the system increases when the charge increases that this should behave as a capacitor when inserted into a circuit. Again, this is where the rigor of this model fails. However, again, the physical origin of the quantum capacitance is quite clear in the context of the quantum properties of non-interacting electrons.

### 7.6. Resistance and Damping

From the above section, we have a reasonable estimate of the dc resistance per unit length of about \( \frac{448}{a m} \). Thus, if the ac damping is the same as the dc damping, the equivalent circuit model should include a resistance per unit length as well. The implications of this will be discussed in more depth below, where comparisons to copper are made.

### 8. Individual Nanotubes Over Ground Plane: The Purdue Method

The approach of the Purdue method, developed in,\(^{[61]}\) is to begin with the one-dimensional Boltzmann transport equation and then to derive from this the analog of the telegrapher equations relating the current \( I(x,t) \) and electrochemical potential \( \mu(x,t) \). From these telegrapher equations, one can infer the equivalent capacitance per unit length, and the inductance per unit length. As such the technique is more rigorous, although it provides a somewhat less clear description of the physical origin of the kinetic inductance. In his overview, he assumes only one sub-band is occupied.

#### 8.1. Overview of Approach

In this approach, one starts with the 1D Boltzmann transport equation:

\[
\frac{\partial f}{\partial t} + v_x \frac{\partial f}{\partial x} - \frac{e E}{\hbar} \frac{\partial f}{\partial k} = S_{QEF}.
\]

(In this paper, we take \( x \) as the long axis of the SWNT.) Here \( f(x,k,t) \) is the probability that an electron will occupy position \( x \) at time \( t \) with wavevector \( k \). At equilibrium, this is given by

\[
f_0 = \left(1 + e^{E(x,k,t)/k_B T}\right)^{-1}.
\]

Here the interpretation of \( E \) is \( E = \varepsilon(k) - \mu \), where \( \varepsilon(k) \) is
the dispersion curve, and \( \mu \) the chemical potential. \( S_{\text{QP}} \) is a forcing function describing the rate at which the system returns to equilibrium. Under an electric-field drive or other non-equilibrium situation, it is typical to assume local equilibrium so that the concept of a local chemical potential applies. In this case, the interpretation of \( E \) is \( E = \varepsilon(k) + U(x,t) - \mu(x,t) \), where \( U \) is the electrostatic energy.

By multiplying the 1D BTE by \( v \) and summing over \( k \), one can derive the first of the telegrapher equations relating the time derivative of the current to the spatial derivative of the electrochemical potential:

\[
\frac{\partial I}{\partial t} + \frac{I}{\tau} = -\frac{1}{L_k} \frac{\partial (\mu(x) / e)}{\partial x} \tag{21}
\]

where

\[
\frac{1}{L_k} = \frac{e^2}{L_0} \sum_k \Omega^2 \left( -\frac{\partial \delta \mu}{\partial E} \right). \tag{22}
\]

and where the phenomenological scattering time \( \tau \) is defined in the usual way. Next, one derives the second of the telegrapher equations relating the time derivative of the electrostatic potential so the spatial derivative of the current in the usual way:

\[
C_{\text{ES}} \frac{\partial V}{\partial t} = -\frac{\partial I}{\partial x} \tag{23}
\]

If the chemical potential and electrostatic potential were equal (as is the case in metals with large DOS), one could approximate \( \mu \) by \( U \) and then combine Equations (21) and (23) to come up with the wave equation. However, in 1D systems with a finite DOS, they are not equal. One can derive a relationship between \( \mu \) and \( U \) using energy considerations, and find:

\[
C_{\text{ES}} \delta U = \frac{C_{\text{ES}} C_Q}{C_{\text{ES}} + C_Q} \delta \mu \tag{24}
\]

This allows one to derive the wave equation as:

\[
\frac{\partial^2 I}{\partial t^2} = \frac{1}{L_k C} \frac{\partial^2 I}{\partial x^2} \tag{25}
\]

and

\[
\frac{\partial^2 \mu}{\partial t^2} = \frac{1}{L_k C} \frac{\partial^2 \mu}{\partial x^2} \tag{26}
\]

where \( C \) is \( C_Q \) in parallel with \( C_{\text{ES}} \).

Note the electrostatic and quantum capacitance add inversely, as in the circuit diagram proposed using the Irvine method. Thus, this technique rigorously justifies the circuit diagram shown in Figure 10, provided one interprets it as a waveguide for the electrochemical potential.

8.2. Quantum Capacitance

In the Purdue method, the quantum capacitance is clearly defined as \( d\rho / d\mu \), which can related to the density of states through:

\[
C_Q = \frac{\varepsilon^2}{L} \sum_k \left( -\frac{\partial \delta \mu}{\partial E} \right) \tag{27}
\]

Thus, for 1D metallic nanotubes, \( C_Q \) given by the Irvine method is consistent with this.

8.3. Kinetic Inductance

The kinetic inductance given by Equation (22) is less clear than the Irvine method. If the dispersion curve is linear as for metallic nanotubes, it is shown in the kinetic inductance calculated the Irvine method is the same.

9. Individual Nanotubes Over a Ground Plane: The Belarus Method

The Belarus method begins with the full 3D version of the BTE. In addition, this approach treats the nanotube as a tube of conducting 2D material. Finally, the Belarus method carefully considers the boundary conditions of the electromagnetic fields at the surface of the nanotube, which is very useful for radiation problems, to be discussed in the following sections. However, no mention of the quantum capacitance is provided and so in this sense the theory cannot yet provide circuit level information. Nonetheless we show in this section that the Belarus method does predict the kinetic inductance as both of the previous ways.

9.1. Outline of the Belarus Method

This discussion follows Slepyan. One starts with the full 3D BTE:

\[
\frac{\partial f}{\partial t} + v_x \frac{\partial f}{\partial x} - \frac{e}{h} E_x \frac{\partial f}{\partial k} = S_{\text{QP}}[f] \tag{28}
\]

Then, one relates the current to the velocity of each electron in the x direction (along the axis of the nanotube) using:

\[
J_x = \frac{2e}{(2\pi h)^2} \int \int v_x f d^2p \tag{29}
\]

where the integration is over the first Brillouin zone. Then one defines a conductivity of the 2d layer using:

\[
J_x = \sigma_x(\omega, k) E_x \tag{30}
\]
where
\[
\sigma_{xx}(\omega, h) = i \frac{2e^2}{(2\pi \hbar)^2} \int \frac{\partial F}{\partial p_x} d^3p \frac{\nu_x d^3p}{\omega - \hbar \nu_x + i\tau}.
\]  
(31)

Note that this is the sheet conductivity of the walls of the nanotube, with units of Siemens. While Equation (31) above is fully general, it can be evaluated further if one knows the dispersion curve of the electrons. This is known for carbon nanotubes, and is evaluated for metallic (armchair) nanotubes to give:
\[
\sigma_{xx} \approx -i \frac{4e^2 \nu_F}{\pi h R(\omega + i\nu)}.
\]  
(32)

where \( R \) is the radius of the nanotube.

9.2. Kinetic Inductance

We now provide a continuation of Equation (32). If an electrode is attached to a nanotube, practically this means injecting current which is presumably uniformly distributed throughout the circumference of the nanotube. This means that the current will be related to the current density through \( I = J 2\pi R \). In addition, the voltage is related to the electric field through \( E_x = \frac{V}{L_{nt}} \). So Equations (30) and (32) can be recast in the form:
\[
V = E_x L_{nt} = \frac{J}{\sigma_{xx}} L_{nt} = \frac{J}{2\pi R} \frac{1}{\sigma_{xx}} L_{nt} = \frac{\hbar}{4} \frac{2e^2 \nu_F}{\nu_F} (1 + i\omega \tau) L_{nt}
\]  
(33)

where \( \tau \equiv \frac{1}{\nu} \). The term linear in frequency behaves electrically as an inductance, hence it shows behavior given by:
\[
L_k = \frac{\hbar}{4} \frac{2e^2 \nu_F}{\nu_F} L_{nt}
\]  
(34)

This is equivalent to the inductance derived using both approaches above, for example, Equation (10).

9.3. Quantum Capacitance

No mention of the quantum capacitance is given the Belarus method. This is because the neglect of the third term in the BTE in the derivation of Equation (32) above.

9.4. Electrostatic Capacitance

Because the Belarus method derives mainly scattering properties, the capacitance is not dealt with from a circuit point of view. However, in principle it could be incorporated.

10. Comparison of the Three Methods

All three methods yield identical answers when their areas of prediction overlap. In the following section, we extend the Purdue method to more complicated geometries, which is important for understanding crosstalk in nanotube and between nanotube interconnects.

11. Two-Nanotube Transmission Line

The approach we will take to this problem is the Purdue method. We will consider carefully the electrochemical potential and electrostatic potential of a two-nanotube transmission line. The Irvine method does not suffice to clarify the role of the quantum capacitance in the two-nanotube transmission line case. The geometry to be considered is shown in Figure 13 below. The equivalent circuit diagram, which will be justified in detail below, is shown in Figure 14.

11.1. Electrostatics

Consider a system of \( N \) conductors, each maintained at a specific potential. The energy of such a system is given by:
\[
U = \frac{1}{2} \sum_i \sum_j C_{ij} Q_i Q_j
\]  
(35)

where \( C_{ij} \) is the capacitance matrix describing the conductors, and \( Q_i \) and \( Q_j \) are the charges on conductors \( i \) and \( j \), respectively. The charges and potentials are generally related by:
\[
Q_i = \sum_j C_{ij} V_j
\]  
(36)

In this section, we are interested in a symmetric geometry, so that it can be assumed that \( C_{11} = C_{22} \), and \( C_{12} = C_{21} \).

Now, let us write explicitly the equations for the case of 2 conductors:
\[
Q_1 = C_{11} V_1 + C_{12} V_2
\]  
(37)
\[
Q_2 = C_{21} V_1 + C_{22} V_2
\]  
(38)

Figure 13. Geometry of two parallel nanotubes used to calculate the magnetic inductance and electrostatic capacitance. Reproduced with permission from Reference [8]. Copyright 2002, IEEE Transactions on Antennas and Propagation.
We are interested in the differential mode for this section, so let us define two variables:

\[ \Delta Q = Q_2 - Q_1 \]  
\[ Q_T = Q_2 + Q_1 \]  

and similarly

\[ \Delta V = V_2 - V_1 \]  
\[ V_T = V_2 + V_1 \]  

In this case, it can be shown that for the differential mode:

\[ \Delta Q = \Delta V (C_{11} - C_{12}) \]

Thus, we have the electrostatic capacitance between the two tubes as:

\[ C_{ES(2)} = C_{11} - C_{12} \]

This will be useful later. Note that in terms of the geometry of two wires, this is given by:

\[ C_{ES(2)} = \frac{\pi \varepsilon}{\cosh^{-1} \left( \frac{W}{d} \right)} \]

where the diameter is \( d \), and the separation is \( W \).

### 11.2. Quantum Capacitance

We seek to understand the quantum capacitance as it relates to the two-nanotube transmission line. This requires some thought. We will follow the approach used by Purdue. Refer to Figure 15.

In the top two figures, we have the dispersion curve for each wire, when no excess charge is found on either wire. In this case wire 1 has a chemical potential \( \mu_{1b} \), and wire 2 has a chemical potential \( \mu_{2b} \). Next, we consider the case where wire 1 has charge \( Q_1 \), and wire 2 has charge \( Q_2 \). First consider wire 1. By the definition of the quantum capacitance, the chemical potential of wire 1 changes according to:

\[ \delta \mu_1 = \frac{C_0 \Delta Q_1}{e} \]  

Here the small delta \( \delta \) means a response to the charge on the tube. Similarly for wire 2, we have:

\[ \delta \mu_2 = \frac{C_0 \Delta Q_2}{e} \]

Next, consider the relationship between the change in electron density \( \delta n_1 \) on wire 1 to the change in electrostatic and chemical potential. The electrostatic energy changes by \( \delta U_1 \) due to the extra charge. Since the total energy \( E \) is written as:

\[ E = \epsilon_m(k) + U - \mu(x,t) \]

we have

\[ \delta n_1 = \frac{\partial n}{\partial E} (\delta U_1 - \delta \mu_1) \]

Thus

\[ \epsilon_2 \delta n_1 = -e^2 \frac{\partial n}{\partial E} (\delta \mu_1 - \delta U_1) = C_{11} \delta U_1 + C_{12} \delta U_2 \]

where the last equality introduces the coupling between wires 1 and 2.

Similarly for wire 2:

\[ \epsilon_2 \delta n_2 = -e^2 \frac{\partial n}{\partial E} (\delta \mu_2 - \delta U_2) = C_{21} \delta U_1 + C_{22} \delta U_2 \]

However, from Equation (27) we notice the definition of \( C_0 \), so that we may rewrite these equations as:

\[ C_0 (\delta \mu_1 - \delta U_1) = C_{11} \delta U_1 + C_{12} \delta U_2 \]
\[ C_0 (\delta \mu_2 - \delta U_2) = C_{21} \delta U_1 + C_{22} \delta U_2 \]

We seek now a relationship between the difference in chemical potentials and the difference between electrostatic potentials, as:

\[ \Delta U = \delta U_2 - \delta U_1 \]
\[ \Delta \mu = \delta \mu_2 - \delta \mu_1 \]
which we can find from the above equations. We find:

$$\left(\frac{C_{11} - C_{12}}{C_{11} + C_{12}}\right) D U = \left(\frac{(C_{11} - C_{12}) C_Q}{(C_{11} - C_{12}) + C_Q}\right) \Delta \mu$$

Thus, the capacitance per unit length for this differential mode is given by (using the above $C_{ES} \equiv C_{11} - C_{12}$).

$$C \equiv \frac{C_{ES} C_Q}{C_{ES} + C_Q}$$

This justifies the capacitance in the circuit diagram of Figure 14. Note that the quantum capacitance has no factor of 2. We have included in Figure 14 the correct factor of 4 for band structure and spin degeneracy. Numerically, because of these factors of 4, after all this work, one finds the quantum capacitance is typically modifying the circuit by about 20%.

12. Two Nanotubes Over Ground Plane

In this section we consider the effective circuit model for two nanotubes over a ground plane. In Figure 16, we indicated the geometry schematically. In Figure 17, we indicate the appropriate circuit diagram.

Figure 15. Two nanotube dispersion curves used to determine the quantum capacitance and electrostatic capacitance for two parallel nanotubes. Because the electrostatic capacitance deals with differential charge, whereas the quantum capacitance for each tube deals with charge per tube, the roles of both in a coupled system must be considered carefully.

The approach to justifying this circuit diagram is similar to that for the previous case, and will only be outlined here. In the case of a ground plane, there is a third conductor. However, we approximate it as an infinite capacitor with zero voltage at all times, regardless of the charge on the third conductor. The above analysis for the two-nanotube transmission line can still be applied. The new calculation that needs to be done is to determine the common mode chemical potentials and voltages. After such an analysis, one comes to the conclusion that the circuit diagram of Figure 17 is appropriate.

This circuit diagram is of practical importance as a basis for understanding crosstalk and (possibly) ground-bounce effects if nanotubes are to be used as interconnects in integrated circuits.

13. Interconnects

13.1. Comparison to Copper

The use of nanotubes as interconnects is motivated primarily by the low resistivity compared to copper. The term “resistivity” is usually used for metals, and for nanotubes needs to be clearly defined. Here by nanotube resistivity, we use the same definition as for metals. For a single nanotube, the resistivity is lower than bulk copper. However, bulk copper resistivity values are not always attainable, due to enhanced surface scattering. So for narrow-line-width interconnects, the resistivity of Cu is larger than its bulk value. These principles are illustrated in Figure 18. For the copper resistivity, we have used the Fuchs/Sondheimer and Mayadas/Shatzkes model (Equations 4 and 5 in [reference]), with the parameters $R = 0.27$, $p = 0.5$, $\lambda = 45$ nm. For the SWNT, we use data from [reference].
Purewal, extrapolating to 100 °C. The detailed parameters of the model may vary, but qualitative conclusions can still be drawn.

To begin, the resistivity of nanotubes is only slightly lower than that of bulk copper. This means that nanotube ropes must be densely packed and made of all metallic nanotubes for the material to be competitive with bulk copper for large cross sectional area interconnects. On the other hand, for sub-100-nm cross-sectional-area interconnects, the performance of copper degrades significantly, so that nanotube ropes may be advantageous even if they are not densely packed or consist of some fraction of semiconducting nanotubes. An additional note is that the exact value of the nanotube resistivity (and its variation with diameter and temperature) is not yet established, nor are the parameters in the Cu interconnect plot. So, care needs to be taken when comparing the performance predictions of both materials in regimes (such as sub-10-nm line-width traces) where the knowledge is primarily theoretical and not experimental. Regardless of these uncertainties the primary conclusion is that the resistivity of SWNTs is lower than bulk copper, and that surface scattering (which plagues copper at narrow line widths) is not an issue for SWNTs. These conclusions have motivated more detailed studies comparing Cu to SWNTs in various applications, discussed and summarized below.

### 13.2. Frequency-Dependent Impedance of an Individual SWNT

The above discussions in this paper have dealt with the transmission line model for a single nanotube or two nanotubes. As a function of frequency, how important is the transmission line model? This depends on the frequency range of interest. In order to illustrate this point, in Figure 19, we plot our calculations of the real nanotube impedance vs. frequency of an individual SWNT for a realistic length of 100 μm and resistance per length of 1 kΩ/m. These were numerically calculated using the circuit model shown in Figure 10, and include the distributed (diffusive) resistance and the quantum contact resistance.

The qualitative origins of the impedance versus frequency in Figure 19 are easy to understand. In the low-frequency limit, the impedance becomes the dc resistance. As the frequency increases, one sees an “RC”-type rolloff. At much higher frequencies, the system looks like a transmission line, and the impedance becomes the characteristic impedance of the transmission line. The frequency at which this occurs is given by the inverse of the effective “\(L/R\)” time constant, which is the resistance per unit length divided by the inductance per unit length. The characteristic impedance of any transmission line is given by the square root of the inductance divided by the capacitance per unit length. In this case, that works out to be (using Equations (10) and (17)):

\[
Z_C \approx \frac{h}{2e^2} = 12 \text{kΩ}
\]  

(58)

If one includes the electrostatic capacitance also, the result is different by a factor of order unity. This comes back to the initial problem of impedance mismatch. In fact, since the nanotube transmission line impedance is of order the resistance quantum, and typical nanotube (and other nanoscale) devices have impedances of order the resistance quantum, this in effect solves the impedance mismatch problem.
problem, if all nanodevices are connected to each other through nanotube transmission lines. This motivates the vision of integrated nanosystems.\cite{2}

### 13.3. Inductance at GHz Frequencies is Unimportant

As discussed above, the qualitative frequency dependent impedance at frequencies below the \( L/R \) time is approximately that of an RC circuit. The inductance is numerically not important, and therefore the transmission line effects are not significant. What is this frequency numerically? Since we know the resistance per unit length and inductance per unit length, we can use the following expression to determine the frequency at which inductive effects (and hence transmission line effects) become significant:

\[
\frac{\text{ind} \times L}{R} > 1
\]  

(59)

Numerically, this corresponds to the following:

\[
f > \frac{R}{2\pi L} \approx 200 \text{ GHz}
\]  

(60)

Therefore, for GHz frequencies the kinetic inductance and transmission line effects are not significant; it is only in the THz range that these effects are important. We also note that there is no inductive crosstalk due to the kinetic inductance. Thus, for applications in interconnects the primary focus is the dc resistance and the capacitance.

### 13.4. Ideal Bundles of all Metallic SWNTs of Various Geometries

The use of an individual SWNT would be too resistive for coupling to any envisioned CMOS active device. Therefore, it is clear the bundles of nanotubes should be used. We begin with a discussion of an ideal bundle of all metallic nanotubes with location that can be controlled at will. First, consider the \( R, L, C \) of a bundle of unspecified geometry. What general conclusions can be made regardless of the detailed geometry of the bundle? The resistance of a bundle goes down as the number of tubes in the bundle increases. The capacitance is only weakly dependent on number of tubes in the bundle, since it depends primarily on the electric field distribution outside of the bundle. Thus, the RC time immediately is seen to decrease strongly by adding more nanotubes to the bundle. The kinetic inductance (already unimportant at GHz frequencies) also decreases linearly with the number of tubes, and so is still insignificant. Thus, using nanotube bundles provides a significant decrease in RC time delays regardless of the detailed geometry of the bundle.

Naeemi and Meindl have performed a detailed analysis of the performance of nanotube bundles of the two main possible geometries: square arrays and monolayer arrays of SWNTs, and compared to copper interconnects, for various technology nodes and interconnect lengths. In Figure 20 (from Naeemih)\cite{74} the RC delay versus interconnect length is plotted for a 27-nm Cu trace, and two different nanotube bundle geometries: a square array (250 metallic SWNTs) and a multilayer array (20 metallic SWNTs). For long lengths, the bundles are faster because of the lower resistance. For short lengths, the thin multilayer geometry is faster because of lower capacitance. Reproduced with permission from Reference \cite{74}. Copyright 2007, IEEE Transactions on Electron Devices.

**Figure 20.** RC delay versus interconnect length for a 27-nm Cu trace, and two different nanotube bundle geometries: a square array (250 metallic SWNTs) and a multilayer array (20 metallic SWNTs). For long lengths, the bundles are faster because of the lower resistance. For short lengths, the thin multilayer geometry is faster because of lower capacitance. (The difference between the square array and multilayer array matters.)

Additional analysis of the local, semiglobal, and global interconnects has been performed by the Meindl group for various nanotube bundle geometries.\cite{48,70,71,74-83} They find that for local interconnects, monolayers or multilayer interconnects can reduce the RC delay by up to 20%. For semiglobal interconnects, nanotubes bundles can achieve higher conductivity, which can translate into lower delay or lower power dissipation. The latter is potentially important since a significant fraction of total power dissipation in modern ICs occurs in the interconnects. For global interconnects, the cross sectional dimensions are typically large. Therefore, the advantage of nanotubes over copper becomes less significant, since one must attain a bulk conductivity of copper by using dense ropes of SWNTs.

These types of numerical simulations provide valuable design guidance for the improvement that can be expected for SWNT interconnects. However, unfortunately the technology does not yet exist to fabricated these ideal bundles to test these projections, although progress along the lines is occurring and eventually prototype tests will be possible.\cite{84}

As a final note, the RC time itself is not the only figure of merit to compare nanotubes to copper. For example, Saraswat at Stanford has provided an analysis and comparison of the RC time/bandwidth per power dissipated as another figure of merit,\cite{85-89} and developed comparisons to optical interconnects, as well. In general, lower RC delays are just one of a complex set of metrics that must be used when considering any potential material to replace Cu as an interconnect.
13.5. Non-ideal Bundles

While an ideal interconnect would consist of all metallic nanotubes in a bundle of user defined geometry, in reality SWNTs are synthesized as a mixture of semiconducting and metallic SWNTs. In fact, statistically the fraction of nanotubes is 1/3 metallic and 2/3 semiconducting. Various groups have attempted to model these non-idealities and their impact on the electric performance of non-ideal bundles. Massoud at Rice focused on mixtures of metallic and semiconducting nanotubes, and develop methods to carefully predict the magnetic inductance of these.\cite{90–104} Banjeree at UCSB did simulations of SWNTs and MWNTs, including thermal effects.\cite{105–111} Wang at Purdue analyzed mixed bundles of SWNTs and MWNTs.\cite{112} This work is significant and important for present day synthesis technology, which is incapable of producing all metallic nanotube bundles of desired and arbitrary geometry. One hopes that someday the technology will be developed to do this, which will allow the projected performance of ideal bundles to be achieved.

13.6. Multi-Walled Nanotubes

For via interconnects and DRAM, the use of multi-walled nanotubes is a possibility since they can be grown inside of holes with high aspect ratios. Indeed, several groups (including NASA,\cite{113–118} Fujitsu,\cite{119–126} and Infeneon\cite{127–134}) have focused on improving synthesis techniques for this purpose. The Wong group at Stanford recently demonstrated a 1 GHz circuit with CMOS transistors connected in part with MWNT interconnects.\cite{135} Unfortunately the resistance achieved to date has not been below than that achievable with copper, and the theoretical reasons for this have not yet been completely determined. It is in principle possible, and if so then MWNTs may outperform Cu for long interconnects.\cite{136} Thus, it is unknown at this stage whether it is possible to fabricate MWNTs with resistivity lower than copper, whereas for SWNTs it is well known.

14. Nanotube Antennas

14.1. Introduction

One final area of potential application is in the use of nanotubes as antennas. So far in the RF and microwave, no experiments have been reported on this topic. Optical “antennas” were recently demonstrated.\cite{136} However, there have been some theoretical developments. The essential idea is captured schematically in Figure 21 below.\cite{137} This idea could be useful for any application in which wireless contact to a nanoscale device is required, for example, nanoscale sensors.

14.2. Nanotube Dipole

One of the most fundamental parameters of any antenna is the current distribution on the antenna. This determines the radiation pattern, the radiation resistance and reactance, and many other properties of interest. Modern work on antenna theory is typically numerical because of the lack of analytical solutions. In contrast, early work on antenna theory (including some pioneers such as Hallen and Schelkunoff) focused on deriving analytical expressions for the current distribution on an antenna.\cite{138–142}

In their work, the only geometry to which an analytical solution is available (to our knowledge) is the simple dipole antenna. Analytical expressions are available as series expansions in the parameter $d/\lambda$, where $d$ is the diameter and $\lambda$ the length. Virtually all of modern antenna theory takes as its canonical example the characteristics of a dipole antenna in the limit $d/\lambda$ goes to zero.

Now, with the advent of cm-long carbon nanotubes, it is possible to fabricate conducting wires with unprecedented aspect ratios of order $10^7$. This has led us to propose a nanotube antenna, shown in Figure 21. At first sight, it would seem that this new system would be the closest physical realization to a dipole antenna (in the sense that $d/\lambda$ is small) mankind has ever manufactured. However, this is not the case, as we elaborate on below.

14.3. Nanotube Versus Classical Antenna

In original theoretical work on dipole antennas, it was assumed that the dipole radius was larger than the skin depth, and that the resistive losses were low enough to be neglected in determining the current distribution on the antenna. Both of these assumptions break down for nanotube antennas. Therefore, the original theory and hence the only analytical theory breaks down in the limit $d/\lambda$ becomes sufficiently small.

In a one-dimensional conductor such as a nanotube, the concept of skin-depth is almost meaningless, since the electrons are only free to move along the length of the wire, and not in the transverse direction. Therefore the current distribution is effectively one-dimensional. In addition to the...
electron transport occurring in only one dimension, we also have two more important effects: large resistance, and large inductance.

These effects give rise to very different behavior for a nanotube antenna, as compared to a classical antenna. The main difference is that the current distribution is periodic with a wavelength about 100 times smaller than the free space wavelength for a given temporal frequency. The physics behind this phenomenon is straightforward to explain: The wavelength of the current distribution (for a given frequency) depends on the wave velocity of the mode. If the wave velocity is the speed of light, then the wavelength of the current distribution is of order the wavelength of the electromagnetic wave in free space. On the other hand, in a nanotube the wave velocity is typically about 100 times smaller than the speed of light. This is because the wave velocity (in circuit terms) is given by the inverse of the square root of the capacitance per unit length times the inductance per unit length. As we have discussed above, the kinetic inductance per unit length in nanotubes is about 10,000 times larger than the magnetic inductance per unit length, hence the wave velocity is 100 times smaller than the speed of light.

The comparison of the current distribution on a nanotube dipole antenna to a classical dipole antenna is shown in Figure 22 below. It is clear that the current distributions are dramatically different. Our work has been further developed numerically by Hanson.\[7\]

14.4. Efficiency

Our calculations show that the efficiency of a classical nanotube dipole antenna is of the order \(-90\,\text{dB}\), due to resistive losses.\[8\] However, we have proposed that possibly other geometries (to be determined) could and should be investigated that take advantage of the unique materials and electronic properties of carbon nanotubes.

14.5. Scattering Antenna

Recent work in the optical has interpreted scattering experiments of vertically aligned multi-walled carbon nanotubes as an antenna effect. While optical antennas do not act to couple radiation to circuit in the same way as RF antennas, they can have frequency-dependent resonant scattering effects that are dependent on the length of the nanotube, and hence be considered antennas as well in this sense. Such a scattering experiment is indicated schematically in Figure 23 below.

![Figure 22. Current distribution on a nanotube antenna versus classical wire antenna. \(\lambda\) is the free space wavelength, and \(\lambda_p\) is the wavelength of the current distribution on a nanotube. Because of the large kinetic inductance, the wave velocity is 100 times smaller (and thus the wavelength for the current distribution is 100 times smaller) than an electromagnetic wave for a given (temporal) frequency. Reproduced with permission from Reference [143]. Copyright 1999, IEEE Transactions on Microwave Theory and Techniques.]

![Figure 23. Optical nanotube scattering antennas. The wafer consists of a “forest” of nanotubes, whose length depends on the position along the wafer. Experiments show that the scattered light peaks at a wavelength that also depends on the position along the wafer, which is attributed to a collective optical antenna effect due to the finite length of the nanotubes. Reproduced with permission from Reference [136]. Copyright 2004, Applied Physics Letters.]
14.6. Next Step: Metamaterials?

The development of metamaterials is based largely on the artificial engineering of electromagnetic structures with periodicity less than the electromagnetic wavelength, but larger than atomic size.\[144–154\] We speculate that a next possible step for nanotubes as antennas is in the application of such metamaterials. This would require further development along the theoretical lines discussed in this manuscript to understand the scattering properties of such structures. In addition, nanofabrication techniques would have to continue to advance.

We have shown in the first section of this paper that the synthesis of nanotubes has been developing rapidly, and currently the longest SWNTs synthesized are over 1 cm long. The next step in synthesis challenges will be to develop densely spaced SWNTs that are well aligned. In Figure 24, we show an SEM image of an array synthesized in our lab. Such arrays of horizontally grown SWNTs have a pitch of typically 10–100 nm, which leaves much room for tailoring properties. A current effort is underway to reduce such a pitch, and to be able to control and engineer it at will.\[155–157\] At the moment, this is still an elusive goal, but not insurmountable. A second technique has recently been developed to synthesize vertically oriented, mm-long SWNTs over macroscopic areas.\[158\] Thus, the advances in nanoscale fabrication are rapid and will most likely continue to improve our ability to rationally control and engineer large-scale structures with nanometer precision.

15. Summary and Outlook

A more general theory of nanotube “antennas” that applies even in the optical frequency range to scattering experiments has been developed.\[62–67,136\] However the full application and power of this theory is still very much under development. Thus the application of the concept of antenna is really not limited just to the RF frequency range. However, much theoretical and experimental work remains to be done to truly understand and utilize the concepts in engineering applications.

In summary, we have presented the most up-to-date understanding of the electromagnetic properties of carbon nanotubes as interconnects and antennas. In the area of interconnects, circuit models have already been developed theoretically by several techniques, which agree when the realms of application overlap. In the area of antennas, the topic is too new for there to be many specific predictions of antenna properties. Where there have been predictions (which is only for a dipole), differing approaches also give similar predictions. However, for arbitrary antenna geometries at the moment little is known, other than the requirement to solve Maxwell’s equations in order to understand their properties. Thus, there remains much left to do to understand nanoantennas from a theoretical point of view. Finally, the experimental results in this field are few and far between. This is primarily because of the difficulty in fabrication and measurement. Fabrication advances are occurring rapidly, and measurement techniques need to be developed and applied to keep pace with the rapid fabrication advances. Only then will a full understanding of an increasingly technologically relevant field of inquiry, that of nano-electromagnetics be achieved.
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